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Abstract

The rational expectations hypothesis (REH) is tested directly using Norwegian
microeconomic data on firms' expectations of the prices of own products in domestic and
export markets and expectations of demand for own products in domestic and export markets.
The data are taken from a survey of firms in manufacturing and mining. The data are
qualitative and the tests have been carried out by the use of loglinear probability models and
various measures of association. Three different tests are run, with differing results on behalf
of the REH; the general conclusion is, however, a rejection of the REH.
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1. Introduction

This paper presents results from testing the rational expectations hypothesis (REH) on cross-

sectional data of Norwegian firms' expectations of prices of, and demand for, own products.

Some of the restrictions imposed by the REH, do not apply to cross-sectional data. This seems

to have been disregarded in earlier cross-sectional studies.

The hypothesis of rational expectations was first proposed by Muth (1961), but only after

works by, among others, Lucas, Sargent and Wallace in the early 1970s did it come into

practical use. The hypothesis has gradually been accepted by most theoretically oriented

economists. Although it is just one of several competing theories of how expectations are

formed, it is for many economists the most appealing because it appears to be a logical

consequence of the rational agent paradigm. However, because this logical sequence can be

disputed, and because of the importance of the assumption of rational expectations for the results

of models and theories to which it is applied, a broad literature confronting the REH with data

has developed.

Two methods are used to test the expectations hypothesis - the direct and the indirect

method. The indirect method demands the least data. It combines an economic model which

includes expected values as variables and a hypothesis regarding how expectations are formed.

The implications of combining the expectations hypothesis and the specific economic theory

underlying the model are then tested empirically. The hypothesis which is tested is joint; if it

is rejected we cannot tell whether we in general should reject the assumed expectations

hypothesis or if we have to reject it only in combination with this particular economic model.

The direct method, which I have used, does not require a specified economic model, but does

require direct observations of expectations.

The most serious objection to the use of direct observations of expectations in empirical

studies is the risk of errors in variables. There are two sources of such errors. First, the

respondent may misunderstand the question. For example, firms being asked whether they expect

their prices to rise may instead answer whether they expect the rate of increase to rise. Second,

we cannot know for certain that the respondent reports the expectations which the executives of

the finn actually had in their mind when they made their decisions.

The data analyzed in the paper are taken from a quarterly survey of firms in

manufacturing and mining, the "Konjunkturbarometeret", conducted by the Statistics Norway.
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Among other things, the firms are asked about their expectations regarding the price of the

firms' own products and new orders. The data are qualitative and indicate only the expected and

realized direction of change: "Prices (orders) will go up/ remain the same/ go down". This paper

is the first attempt to make use of the micro information in the survey.

Using qualitative data raises particular methodological problems. Two different

methodological approaches are applied in the literature. The most common begins by

transforming the qualitative observations into point estimates either using the method proposed

by Carlson & Parkin (1975) or the method proposed by Pesaran (1987). The assumptions

required by both approaches, but particular the first, are restrictive. A common drawback in both

Carlson and Parkin's, and Pesaran's, methods is the need for aggregating the data into time

series for the average expectations held by the firms, throwing away micro-information. This

raises the important question of whether conclusions drawn from tests at an aggregate level are

valid at a disaggregate level.

The other main approach applies loglinear probability models and measures of association

directly to the cross-sectional data, treating each time period in the sample separately. See König,

Nerlove & Oudiz (1981) and Zimmermann (1986). This is the approach chosen in this paper.

Many empirical studies of the REH use the direct method. The studies mentioned in this

paper are all surveyed in Svendsen (1993), while Aiginger (1981) gives a survey of early studies.

While some of the studies get inconclusive results, the overwhelming part of them reject the

REH. Studies of firms' expectations are found in Saunders (1983), DeLeeuw and McKelvey

(1981), Pesaran (1987), König, Nerlove and Oudiz (1981), Nerlove (1983), Zimmermann (1986),

Kawasaki and Zimmermann (1986) and Stålhammar (1987).

A broad literature has arisen based on the Livingston survey, a survey covering American

expert economists' expectations (see Pesando (1975), Carlson (1977), Mullineaux (1978), Brown

and Maital (1981) and Figlewski and Wachtel (1981)). The most recent paper on the Livingston

data, is Rich (1990). Most of the studies on the Livingston data concentrate upon the price

expectations, while Brown and Maital analyze a wider range of expectations variables covered

by the survey.

Studies of direct observations of exchange rate expectations are found in Dominguez

(1986), Frankel and Froot (1987), Ito (1990) and MacDonald (1990). All papers reject the REH.

A recent survey of exchange rate expectations is given in Takagi (1991).

In sum, despite a wide range of data sources and methods, the empirical support for the



REH is very weak. Of special importance is the result that the hypothesis is rejected even when

confronted with the expectations formed by experts, i.e. agents qualified to express their opinions

concerning the fun= development of an economic variable both because of their accessibility

to the flow of information and their ability to make use of it. If those agents are unable to form

rational expectations, can we believe less qualified agents are ?

The paper begins in section 2 - 4 by establishing a framework in which tests of the

hypothesis can be conducted at a microlevel. The data is presented and discussed in section 5,

while the applied method is discussed in section 6. Section 7 presents a discussion of the results

and conclusions are drawn in section 8.
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2. The hypothesis of rational expectations

The aim of this chapter is to defme the REH such that it is possible to conduct tests of the

hypothesis at the microlevel. The testable restrictions that follow from the defmition are

presented in the next section.

2.1 Definition of rational expectations

The REH is grounded on rather strong assumptions concerning the amount of information

available to individual agents and their capacity to fully exploit this information. As a 'starting

point, it is assumed that agents know the "true" and deterministic past of the economic model

underlying the realization of those economic variables essential to the agents' actions.

The formal definition to be presented in this chapter is based on Muth's well known

defmition of rational expectations. Following Muth (1961) the REH is defmed as: "..the

expectations of firms (or, more generally, the subjective probability distribution of outcomes)

tend to be distributed, for the same information set, about the prediction of the theory (or the

objective probability distributions of outcomes)" and, "...expectations, since they are informed

predictions of future events, are essentially the same as the predictions of the relevant economic

theory."

A digression is needed before we return to the different concepts in this defmition. While

Muth defines rational expectations in connection to a relevant economic theory, there is

disagreement in the literature about whether one may disconnect rational expectations from a

specified theory or model. My opinion is that as long as one assumes in a theoretical or

modelling framework, that expectations are formed according to REH, one may allow this

assumption to be confronted with micro observations of expectations. Moreover, this can be done

without jointly testing a specified economic theory. If, at a microlevel, the hypothesis is rejected,

one must argue that the assumption is a good approximation to expectations at a more aggregate

level if one wants to use REH at a macro level. This is particularly important for models in

which the choice of expectations is crucial to the model's implications.

We can now continue by stating a formal definition of REH based on Muth. Let yti be

defined as a stochastic variable (or a vector of stochastic variables) with a conditional probability

function, f i (y: I nip. The f-functions represent the objective probability distributions of
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outcomes referred to in Muth's definition. f/ t_fi is the information set available to agent i in period

t-f. t_fyeit is the agent i's prediction of yti (his expectation) made in period t-f. This is the variable

we are interested in for empirical or theoretical purposes and REH is only one of several

hypotheses conseming the formation of these expectations.

Some will find it surprising that I here operate with agent specific stochastic variables

and information sets. In most cases the REH is used in connection with the assumption that (i)

agents form their predictions about the same variable, for instance the general price-level, and

that they have access tö the same set of information. This approach is however too narrow when

testing the REH on micro-data. One may introduce two other relevant cases in addition to the

one mentioned; (ii) agents form their predictions about the same variable, but have access to

different sets of information and (iii) agents form their predictions about different variables, and

have access to different sets of information. Given our data in which the firms are posed

question about prices on - and demand towards - own products, case (iii) is the one of relevance.

The information set includes information relevant to the realization of the variable the

agents want to predict. It may include both quantitative and qualitative information, information

on former realizations of the variable or other variables of interest, and the agents' interpretation

of how the economy works. It may also be a set of processed information including only the

possibility set for the variable and possible associated probabilities.

In the survey from the Statistics Norway the agents make predictions of firm-specific

variables. One may then assume a firm's information set to include, in addition to more general

information, specific information about the markets in which it participates, firm specific

technological information and knowledge of the firm's previous predictions, its prediction errors

and corrections made when confronted with new information. Thus most firms have access to

some information that is not shared by other firms. This information structure is formalized in

(1), where aim- is the information set that encompasses all individual sets and SItmin is their

intersection.

3 ij Orin O ti 9Oinax 0 1 iqt  t t9

u t  0 1 U 02 Ut •..

(loin ri (12 n
" t 	"7:* ati II I Sit 1 1 vo• n

(1)
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It is essential to distinguish between the information agents have access to and the

information they actually use. Under the REH all freely accessible information is assumed to be

efficiently used. It is a departure from the REH if agents making predictions about the same

variables and having access to the same information set, make systematically different

predictions because some do not utilize the full set of information. If, on the other hand, the

discrepancy between their predictions is due to different access to information, we can not

conclude that the assumption of rational expectations is broken.

We continue With the definition of a rational expectation.

Al: Agent i does not know the exact or objective form of the conditional distribution
fi 0,1009. Instead he uses an approximation, g i (m10)) - the i'th agent's subjective

probability function - when making his prediction. We have a set of subjective

probability functions, gi 2g 67 t2Int:f2 	 g N tN riN) N is the number of agents.

We abstract here from the possibility of learning.

A2: The subjective function , g i (y,i10,4 ), and the objective function, fi (y:1)), belong to the

same class of probability functions.

A3: The moments of the subjective distributions differ from their respective moments of the

objective distribution function. This deviation is captured by a stochastic variable

(denoted Eit for the first order moment in equation (2) below). The distribution of this

variable, conditional on the information set, is assumed to follow standard white noise

properties (see (3)).

As in the literature, I concentrate on the first order central moment - the mathematical

expectation. Al-A3 are summarized for this moment in equation (2).

fRY i g i CY 1 1 01 f )4 1 = Eg (Yti ati-f)_ t	 t	 t-

= 
RYt f t

I D i f)dyti e = EPti I Oti -f)

(2)

The difference between the moments of the subjective and the objective distributions is due to

the fact that agents have imperfect knowledge of the parameters of the objective distributions;
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in addition they may make "small errors" in calculating the moments. The deviations from the

objective moments vary in a non-systematic way over time and across agents 2) 3) :

(i) E0 (e it ( 	f) = 0

Var0 (eu 10:1) = a:	
(3)

(iii) Covaro (e irela ti .1) = 0, when is*0

(iv) Covar0 (e ir e1 107) = 0, when pi

A final assumption is needed to define a rational expectation.

A4: In period t-f agent i applies the conditional expectation of y:, as given by his subjective

probability distribution, as an estimate of the value of yti• This estimate is agent i's

rational expectation of yti in period t-f; t_fyite.

Following A 1 -A4, a rational expectation can be defined as follows

PA; Eg(Yli I it-f) = Epti I otti)	 eit
	 (4)

Equation (4) accords with the definition of Sargent and Wallace (1976): "...(People's

expectations) equal conditional mathematical expectations plus what may be a very large random

term (random with respect to the conditioning information)".

The error. term Eit is included because we are interested in the expectations held by an

individual agent; it represents dispersion of the individual expectations around the mathematical

expectation. When we aggregate over an increasing number of agents, the sum of the individual

error terms goes towards zero as the number of agents approach infinity. We then approach the

more familiar definition of rational expectations: "... rational expectations, that is, expectations

equal to the mathematical expectation of yt+1 based on the information available at time t"

(Blanchard and Fischer (1989)).

2)The probability function of et is defined over all possible outcomes of the information sets; (/

3)From (3) it can be shown that the unconditional expectations of et and ad also equal zero.
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2.2 The rational prediction error

The discrepancy between the realized value of yti and the expectation t_iyite is called the prediction

error, U. It is defmed by:

(5)

This defmition is general and independent of our choice of expectations-hypothesis. Given the

REH the prediction error is called a rational prediction error, 	 and has the following form:

(fit = Yti Eg (Yri I û-f) Yti EfOri I Of -f)	 e
	

(6)

We will take more closer look at çitf because most of the empirical tests of the REH are based

upon this variable.

There are four partial sources of the discrepancy (Çitf) between realized yti and the

expectation held by agent i, -fy. The most obvious source is the fact that the agent may not

form his expectations in accordance with the REH. This will result in a systematic discrepancy

from zero and the prediction error will not fulfil the requirements of a rational prediction error.

There are however three other sources which result in the prediction error differing from zero

in a way that are consistent with the REH. These three sources are defmed as F1 1, F21, F3 1 in

equation (7), which is an obvious extensiön of equation (6). While discussing Fl i, F21, F31 in

relation to equation (7), we are interested in whether they lead to a systematic or non-systematic

discrepancy from zero and whether these features are the same when analyzed over time or over

agents. The conclusions are essential to the validity of the different empirical tests to be

discussed later on.

- Ef(yti)] + [E/y 1) - Epti I Oti 1)] -	
(7)

F3
1

The realization of yti will vary around its mathematical expectation. So even in the special case

where the subjective and the objective expectations are equal, the prediction will seldom equal
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the realization of yti. This variation is represented by F l i, which is non-systematic over time but

can be systematic across the cross-section, i.e. over agents in any period. At a given point of

time, F1 1 will be the same and consequently systematic over the individuals if the agents make

predictions about the same variable (yti ytj = yt, i*j). When the agents make predictions about

agent- specific variables (yti yti ) , for instance the demand towards own firm, both the sign

and size of Fl i may vary across the cross-section at a given point of time. But if the variables

are correlated, their variation around their expectations will give rise to an aggregate

error different from zero (if the variables are negatively correlated the aggregated error may by

chance equal zero).

The second partial error, F21, is the difference between the unconditional and the

conditional objective expectation. This difference is due to factors important for the realization

of yti that are totally unpredictable (i.e. shocks) to the agent at time t-f. REH restricts this error

(F2i ) to be non-systematic over time, but it may be systematic across the individuals at a given

point of time. If the agents make predictions about the same variable (yti = yti = yt, i*j) and their

information sets overlap (W = IJ , i#j), this error will be identical for all agents. If the agents

make predictions about agent-specific variables and/or have access to different information sets,

F21 may vary across agents. It can however still be the same for all agents, and hence systematic

across the cross-section4). An error of type F21, made by agent i, may be a result of an event not

predictable given at_fmax (defined in (1)). Consequently all agents have been struck by the shock

, and even under REH, this give rise to an en-or which differs systematically from zero across

the cross-section.

The last source, F3i, of a prediction error that can differ from zero even under REH, is

the individual error term, cit. This has already been assumed to be neither systematic over time

for an individual agent, nor systematic across the cross-section at a given point of time (see (3)).

In sum, the rational prediction error includes elements which differ systematically from

zero at a given point of time (Fl i and F21). This is independent of whether the agents are

concerned about the same variable or not, and of whether their information is agent-specific or

not.

4) This is seen by referring to the information set	 , encompassing the individual sets.
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2.3 Optimality properties of rational expectations

A rational expectation can be shown to be the optimal prediction of yti conditional on the

information set, in the sense that it leads to the minimal quadratic prediction error. In other

words, rational expectations are formed by efficient use of all available information.

The definition of rational expectations as conditional expectations implies the following

two properties5) :

(i) • A rational expectation is an unbiased estimate of yti's unconditional mathematical

expectation (the orthogonality property):6)

E0 (t_iy: ) = Ef(yti )	 (8)

(ii) The distributions of the agents' expectations are more centred than the distribution of y ti ,

so the variance of t_fyite is no luger than the variance of y ti :

Varo (tly;) = Vare (Epti I 0:1)) s Varf(yti )	 (9)

5) t_fyite is a stochastic variable, with probability function defined over SI.

6)Proof of the orthogonality proposition:

Ec (,yke) = Ea(Ef(yt i I 	 + 	 Ef(y,i) + E(ç) Ef(y,i)
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3. Properties of rational prediction-errors

The optimality properties that follow from the REH and general properties for conditional

expectations impose four restrictions on the rational prediction error. These are the orthogonality

property, lack of serial correlation, unbiasedness and efficiency. From that we deduce hypotheses

that can be tested empirically when data on expectations are available. These tests are presented

in the next section.

The orthogonality property requires the expectation of the prediction error7), conditional

on the information set, to be equal to zero8) 9)
•

[Cit I D it_f] =0
 

(10)

The orthogonality property must hold even when we condition only on a subset of the

information set, because all elements of information should be used efficiently.

g it I = 0, St c O it_f

While the orthogonality property is a sufficient condition for the REH to hold, the three

other properties are only necessary conditions. Tests of these three properties are then tests for

partial rationality. A full test of the orthogonality property conditional on the entire information

set is, however, impossible because we can never guarantee that we have included all relevant

elements of information in the set.

The efficiency property requires that the information embodied in previous observations

of the variable y is used efficiently. This is in general readily available information to the agents.

The property follows from the orthogonality property when yo , yt_2,... is a subset of Slt.. 1 (f=1).

7)The probability distribution of Ç is defined over Q.

8)Proof for the orthogonality property of the prediction error.

En(Ç, I 4.1.) Ea{ (y, - Ef(y,Ifli) - Ei ) Ig_f}
E0(y,14_f) - Er2{Ef(yj(tf)1 q_f.) Ede„ I q_f)
Edyt iqi) EdYt I 44) -- 0

9) The supscript f on the prediction error is suppressed in the following.
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Efa Rit Yt-Ot-2..19... 09 Yt-1 at-2 9••• (4-1 
(12)

Even if we know that the information embodied in previous observations of the variable y is

used efficiently, we cannot say that the information embodied in all relevant information is used

efficiently. So, the efficiency property is weaker than the orthogonality property' s)) .

Past prediction errors must also be looked upon as freely available information. If this

information is used efficiently, the prediction error will exhibit the property of lack of serial 

correlation.

Eia ( Cit Cit-s)

(it (Jos)

= o,
= o,

(13)

The unbiasedness property follows from the property of orthogonality (i) and implies that

the unconditional expectations of the prediction error should be equal to zero n) .

E0 (C i) = 0	 (14)

10) If Sk, c S/ 1 the following equality holds:

Edxlq) = 	 E„(xiq) Igo
And so

Enq I	 = 0 E(X is%) = o
The opposite implications is not true in general.

il) Proof for the unbiasedness property:

Ea(Çù ) = Edy,	 ) = Ea(z) Ea(frfyi,e) Ea(z) - Ea(yd = 0
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4. Empirical tests for rational prediction-errors

The tests presented in this section are all deduced from the restricions imposed on rational

prediction-errors. The tests will differ depending on whether they use times series or cross-

sectional data. Attention has not been given in other works using cross-sectional data

(Zimmermann (1986), Stålhammar (1987)). The two different null hypotheses are named HT

(using time series) and Hoc (using cross-sectional data). In all our tests, the REH is the

maintained hypothesis. Acceptin g HoT and Hoc does not prove the REH. Other expectations

mechanisms, such as the extrapolative ones, may lead to the same process "by accident" in our

data.

ýti is the observation of agent i's perception') of the realization of yti, while t-f	 is an

observation of the agent's expectations regarding the same variable. The subscript denoting the

period in which the expectations are formed is suppressed. S‘ti may vary among agents because

their perceptions may differ, because the variables are agent-specific, or because of

measurements errors. X' is a vector that includes those freely available variables that can be

supposed to affect the realization of yti , for instance policy- and state variables or firm-specific

variables. zit is the observed prediction error and is defmed by:

zit = st' - stet
	 (15)

As was mentioned, a full test of the orthogonality property is impossible. The

orthogonality-test gives us however a weak test of the property based upon equation (11):

zit 	't + 4T 	 +W0 	 1 t-f 	 it 
(16)

110T:( c0 , dc 1 ) = (0,0 )

Hoc : ('c 1 ) = (0)

and wit is white noise.

and wit is white noise. 

Rejecting HoT or Hoc implies that the information embodied in X can improve the

prediction error. Hence the orthogonality property is violated and the REH is rejected. The

difference between the two null hypotheses arise from that, when testing on time series, both the

constant and the slope parameters must be zero for the REH to be accepted. This joint

1
2) We distinguish between the realization of yti as reported by official statistcs and the agents' perception of

this realization as reported in the survey.
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hypothesis constrains the observed prediction error to be independent of the specified variables,

and not to differ significantly from zero over time.

The requirement on the constant term cannot be imposed on cross-sectional data. If a

shock strikes at least some agents in the same direction we may find the average prediction error

at a given point of time to differ significantly from zero even if the agents in question all form

their expectations in accordance with the REH (discussed in section 2.2).

In Hoc we assume that, at a given point of time, an individual correlation between

prediction error and the information set X should not be systematic across agents. Since we do

not consider the panel-information, we lose information on whether correlation between

prediction error and the information set X is systematic over time for each agent. This is a

serious objection against conducting the test using only cross-sectional data. We may reject Hoc

at each point in time, without knowing if the same agents make systematic errors given their

information set each period. But, if we reject Hoc for most periods it may be reviewed as

evidence that many firms underutilize their information in more than one period. This argues for

using the test on cross-sectional data. A test using the whole panel would of course be superior

to testing on either time series or cross-sectional data. This is left for fluffier research.

The efficiency-test, derived from equation (12), is mn by estimating the model in

equation (17) and testing whether the restriction imposed by the REH (expressed in HoT and Hoc)

is supported by the data. If we restrict the vector X discussed above to include only the previous

observations of the variable to be predicted, the efficiency-test follows from the orthogonality-

test.

zit 80 + Enk=1 ôkYtk vit
 (17)

= (0,0,..,0) and ; is white noise.

) = (0,..,0) and v is white noise.

If HT or Hoc cannot be rejected the efficiency property is accepted and further use of the

information in previous observations cannot reduce the prediction error. The difference between

HoT and Hoc is analogous to the difference between hypotheses for the orthogonality-test, the

reservations about the use of cross-sectional data still apply.
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We test for lack of serial correlation (see (13)) by setting

= [Zi,t_p•••41,t_„]
	

(18)

in equation (16).

The test for unbiasedness is given in equation (19).

a +	 +lift
	 (19)

110T: (a,p) = (0,1) and uk is white noise.

The test can only be applied to time series. At a given point of time (a,13) may differ from (0,1),

when tested on a cross section, because the agents fall victim to a common shock. When we test

for unbiasedness on a cross-section we then test a joint hypothesis; the expectations to be formed

in accordance with the REH and lack of a common shock. The information from rejecting this

hypothesis is limited.

An often used variant of the unbiasedness-test is the following:

zit = a + yAt
e 	y = (P - 1)	 (20)

T: (a,y) = (0,0) and uk is whiHo	 te noise.

The test for unbiasedness is a weak test for partial rationality, in the sense that we test whether

the information actually used is used efficiently.
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5. The data used

5.1 The"Konjunkturbarometeret"

We test the REH using Norwegian microeconomic data on firms' expectations. The data are

taken from a quarterly survey conducted by the Statistics Norway; the "Konjunkturbarometeret".

The data have previously been used as exogenous information in explaining changes in

production (Husevåg and Sollie (1988)) and in order and deliveries (Stensrud (1981)). Bjorn

(1982) examines the data in circler to construct quantitative time series for optimal stock and

wanted order reserves. None of the studies take advantage of the micro information. This paper

is the first attempt to confront these data with hypotheses of how the expectations are formed.

The survey started in 1973.4 and covers firms in mining and manufacturing with more

than 100 employees. The number of firms surveyed has varied throughout the period. Initially

470 firms were surveyed, increasing to nearly 700 in 1978, and falling to around 450 firms by

the end of 1990, primarily because of structural changes in the economy. The micro data from

the period 1982.2 - 1987.2 has been lost.

The firms are asked questions concerning the expected direction of change from the

current to the next quarter, and the observed change from the previous to the current quarter, for

ten economic variables, including total production, received orders from domestic- and export

markets, and prices of the firms' own products in domestic- and export markets. It must be

emphasized that observed changes from the previous to the current quarter are the firms' own

perceptions of actual changes and may differ from the corresponding values in official statistics.

In this paper we analyze the prices of firms' own products sold on domestic- and export markets

and orders received from domestic- and export markets. Received orders are used as a proxy for

demand towards the firms' products.

When we test whether the firms' expectations are formed rationally, we must be aware

of the distinction between price-setters and price-takers. A price-setting firm's estimates of price

changes from the current to the next period must be interpreted more as plans than expectations.

If firms have sufficient market power and do not revise their estimates of variables outside their

control during the period, their plans will be fulfilled. So, we may erronously accept the REH

when firms are price-setters. In the econometric macro-models in Statistics Norway, Norwegian

producers are assumed to be price-setters. The results from estimating the equations indicate their
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market power to be less on export markets than on domestic markets 13). The probability for

erronously accepting the REH is then larger for domestic markets than for export markets.

Rejecting the REH for export prices but not for domestic prices should be taken as a warning

of such problems being present. But such results may also be due to the domestic prices being

more easy to predict.

As was mentioned, the data are qualitative; the firms report changes in the form: "prices

are expected to go (have gone) up / remain(ed) unchanged / go (went) down".

5.2 Definition of variables

In this section we defme the variables we use in the subsequent tests. Let Y be prices in

domestic or export market or demand from domestic or export markets. We define three

variables, EY, PY, LPY, with indices p,j,k = 1,2,3 indicating the categories. The category "up"

is assigned the value 1, "no change" the value 2 and "down" the value 3 on the indices.

EY: Firms' expectations regarding the direction of change in Y from period t-1 to t, reported 

in period t-1. The variable is defined over the index p, p=1,2,3.

PY: Firms' perceptions regarding the direction of change in Y from period t-1 to t, reported 

in period t. The variable is defined. over the index j, j=1,2,3.

LPY: Firms' perceptions regarding the direction of change in Y from period t-2 to t-1, reported 

in period t-1. The variable is defmed over the index k, k=1,2,3.

The three variables are observable functions of the latent variables y te , yt and Yt-i •

The variable PY represents finns' own perceptions of changes in prices and demand. This

perception may differ from the actual changes in those variables that are shown in official

statistics, both because the two measures do not include the same disaggregated goods and

because firms' perceptions may be wrong. One reason for firms' perceptions to be wrong is

13) It has to be mentioned that the econometric results refereed to, are based on price-aggregates while the results
to be presented in this paper are based on micro-information.
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because they do not have full information at the time they report.

The data is collected at the end of March, June, September and December; the reporting

deadline for the firms occurs five days before the end of each quarter of the year. When firms

are asked about changes from the previous to the current quarter (PY), they are asked how they

perceive the changes, based on the information they have at that time. Thus, the survey actually

gives us two expectations variables; t-1 Yte and t yte. Both concern the changes to occur from time

t-1 to t, but they are formed in two different time periods, t-1 and t. The former is the

expectations of what are going to happen, while the latter is the perception of what has

happened. The actual rate of change is first known in period t+1, thus after the end of period

t 14) .

We introduce a new stochastic variable, the correction term, yi,"-` defined in (21).

JY (21)

yit"3 is the correction the agent i makes in his prediction of yti as new information becomes

available to him in the time between t-1 and t. It can be shown that the same properties that

must hold for a rational prediction error (see section 3) must also hold for a rational correction

term. It must, for instance, be orthogonal to the information available at the time when the first

of the two predictions is made (here t-1). The properties can be tested in the same way as the

properties of a rational prediction error (see section 4). In the efficiency-test (see (17)) we now

get the observation of t_ iyiie on the right hand-side variable. At the time when the prediction

l yite is made, 1y 11e is the agent's best estimate of yt_ 1 1, based upon all the agent's information

up to that moment. Remarks analogue to those made in section 4 on the difference between tests

run with time-series or cross-sectional data, must be made for the rational correction term.

C is the categorical parallel to the latent correction term yit".`, and is calculated from PY

and EY. This categorical correction term indicates in which direction the firms revise their

opinion of the state of the world.

14) It is possible to derive a categorical measure of the actual changes in price and demand for different
production sectors by using the quarterly National Accounts. There are, however, some problems related to such
a measure. First of all, the periods in the two sources do not perfectly overlap. In addition, the National Account
gives aggregate measures, while  "Konjunkturbarometeret" is concerned about the direction of change in prices and
demand for individual firms' products.

22



C: The correction term, defined in equation (22). See also table I. It is defined over the

index s, s=1,2,3. A positive (negative) revision (PY <(>) EY) is assigned s=1 (s=3),

wereas the same prediction of direction of change in both periods (no revision; PY = EY)

is assigned s=2.

{< 0 s = 1

C = PY - EY = 0 s = 2

> 0	 si = 3

positive revision

no revision

negative revision

(22)	 •

Table I:	 Categories of C (s) for different combinations of EY and PY (pj).

Directions of revisions indicated in o.

PY

j = 1 j = 2 j = 3

EY

P = 1 s = 2 (=) s = 3 (-) s = 3 (-)

p = 2 s = 1 (+)
_

s = 2 (=) s = 3 ( )

p = 3 s = 1 (+)
_

s = 1 (+) s = 2 (=)

One has to be careful when interpreting the categorical variables, C, EY, PY and LPY.

First of all, one can only make qualitative statements on the basis of their values. For instance,

s=1 tells us nothing about the size of the revision, just that it's positive. This is due to the fact

that EY and PY say nothing about the size of the changes. While the combination (3,1) may

seem qualitatively stronger than the combinations (2,1) and (3,2), the latent, quantitative revision

underlying may in fact be less (all three combinations give rise to the value s = 1).

A second warning concerns the value s=2, which represents negative, positive and zero

values of the latent variable yitt-14
• If, for instance, a firm expects an increase in prices when seen

from t-1 and subsequently at time t perceives the prices to actually have increased, the increment
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perceived at time t may be much more or less than expected at time t-1. Consequently it may

be misleading to interpret s = 2 as an absence of revisions.

Another question which arises when dealing with categorical variable is of what firms

mean by a "no-change"-response. The amount of change interpreted as "no change" may vary

both between firms and between periods and may also depend upon the recent experience of

price changes.

5.3 The distribution of the variables

Table II gives the frequencies of the variables PY, EY, and C, calculated over the entire

observation-period; Y is defined as prices on and then as demand from domestic and export

markets. The data strongly tend to be concentrated in the "no change"-category, for both

perceived (PY) and expected (EY) values; this tendency is particularly strong for the two prices.

This may throw some doubt on the quality of the data, because prices have been generally

increasing over the entire period.

The concentration in the "no change"-category may be reasonable. Firms report perceived

and expected changes in Y over a period of three months. Even in a period of increasing

(decreasing) prices and demand, changes may be small over this short time period. Finns may

have a benchmark over which they report varying prices/demand as changes. So, the change

observed over three months may lie inside the interval of "no change" given this benchmark,

even if the rate of change over the year clearly lies outside the interval. The higher the

benchmark for reporting varying prices as changed prices, the more concentration in the "no-

change"-category will be observed. "Menu-costs" may also explain the observed distribution, by

creating a tendency to change prices more seldom than in their absence.

A potential explanation of the observed frequencies is the possibilities that respondents

may confuse changes in levels with changes in rates of increase, especially when asked about

the movements in prices.

Seasonal factors create another source of measurement error. Firms are asked to abstract

from changes caused by seasonal variations, but previous studies using the data show them to

be subject to seasonal variations.
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Table II:	 Relative frequencies calculated over all periods. Total number of

observations in parenthesis.

Variables Categories	 Sum   

1
	

2	 3

Domestic prices:

Perceived changes	 26.5	 66.7	 6.8 .	 100
(21,935)

Expected changes 	 26.7	 68.3	 5.0	 100
(21,580)

Correction term	 13.0	 72.2	 14.8	 100
(21,221)

Export prices:

Perceived changes	 25.3	 63.2	 11.5	 100
(17,531)

Expected changes	 25.5	 66.1	 8.4	 100
(17,562)

Correction term	 14.0	 69.0	 17.0	 100
(17,026)

Domestic demand:

Perceived changes 	 25.2	 48.9	 25.9	 100
(22,042)

Expected changes	 21.3	 58.4	 20.3	 100
(21,657)

Correction term	 20.7	 57.2	 22.1	 100
(21,356)

Demand from export markets:

Perceived changes 	 23.0	 47.7	 29.3	 100
(17,651)

Expected changes	 19.8	 59.9	 20.3	 100
(17,649)

Correction term	 19.9	 55.7	 24.4	 100
(17,166)
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6. Testing the REH on categorical data

As mentioned in the introduction, there are two main approaches to the use of categorical data

in direct empirical tests of the REH:

(i) The micro data are transformed into a quantitative estimate regarding the average expected

or realized changes in price. The restrictions are then tested by use of traditional time-series

regressions.

(ii) The tests are carried out by the use of measures of association for categorical data and

loglinear probability models estimated on categorical micro data for each cross section.

We have chosen the second of these methods for several reasons. First, we want to test

at a disaggregate level because (a) we are interested in the validity of the REH as a description

of individual behaviour, (b) if the hypothesis are confronted with aggregated data one may

erroneously (i) accept the hypothesis because individual prediction errors cancel with aggregation

or (ii) reject the hypothesis because we test the rationality of the expectations based on an

information set that includes information to wich the agents do not have access. The second

reason for preferring the second method lies in the somewhat arbitrary assumptions which are

necessary to transform categorical observations into quantitative estimates.

In this section we present the tests used in this paper. The results from conducting the

tests for separate periods are reported in section 7.

While, in sections 3 and 4 related the properties and tests to the rational prediction error,

we will from now one relate the tests to the correction term. This is in accordance with the

remarks made in section 5.2.

6.1 The efficiency test

In section 4 the efficiency test was presented for quantitative data, with the null-hypothesis

requiring there to be a zero relationship between the prediction error (or the correction term) and

former observations of the predicted variable. This null-hypothesis can be formulated for

categorical variables as absence of association (see (23)) between the variables C and LPY

(defined in section 5.2).

We define a simultaneous event { s,k) as C=s and LPY=k. The event is assumed to be

a realization from a probability distribution and ItaC' LPY is the simultaneous probability that the
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event occurs. From the null-hypothesis of no association between the correction made at time

t and the information the firm had at time t-1 about the movements in the variable up to then,

it follows that the distributions of C and LPY are independent of each other and the

simultaneous probabilities hence are:

C,LPY	 C LPY110:a sk 	= (23)

where 7Cs•C and itILPY are the probabilities in the two marginal distributions.

Table ill:	 C by LPY. Observed and expected frequencies. Percent.
Predicted frequencies (Ho: no association) in parantheses.

,

N

Domestic
prices

1 2 3 Sum Domestic
demand

1 2 3 Sum

1 4.94 6.56 1.49 12.99 1 7.84 8.29 4.52 •	 20.65
(3.50) (8.62) (0.86) (5.30) (10.10) (5.25)

2 18.30 50.34 3.60 72.24 2 13.21 31.32 12.68 57.21
(19.48) (47.96) (4.80) (14.67) (27.99) (14.54)

3 3.73 9.49 1.55 14.77 3 4.60 9.31 8.21 22.12
(3.98) (9.81) (0.98) (5.67) (10.82) (5.62)

Sum 26.97 66.39 6.64 100.00 Sum 25.65 48.92 25.41 99.98

Export
prices

1 2 3 Sum Export
demand

1 2 3 Sum

1 5.02 6.49 2.50 14.01 1 6.99 7.69 5.17 19.85
(3.63) (8.81) (1.57) (4.64) (9.47) (5.73)

2 16.73 46.34 5.97 69.04 2 11.60 29.86 14.24 55.70
(17.87) (43.43) (7.75) (13.03) (26.59) (16.08)

3 4.13 10.07 2.76 16.96 3 4.81 10.18 9.46 24.45
(4.39) (10.67) (1.90) (5.72) (11.67) (7.06)

Sum 25.88 62.90 11.23 100.01 Sum 23.40 47.73 28.87 100.00

Table III reports the observed relative frequencies of C by LPY calculated over the entire

period (1974.1 - 1982.1 and 1987.3 - 1990.4) and the associated predicted frequencies under Ho

(in parantheses). The absolute distance between what we observe and what is predicted under
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the null may not seem large, but a more formal criteria is needed; particularly if all 46 periods

are to be studied separately.

a. The Likelihood Ratio test

More formal tests of Ho can be conducted using measures of association, such as the Likelihood

ratio test and Pearsons Chi-Square (see Bishop, Fienberg and Holland (1975)). Both are based

upon the differences between observed and predicted frequencies and follow an asymptotic x2(4)-

distribution. Asymptotically, the measures equal eachother. When presenting the results in

chapter 7, only the Likelihood ratio (LR) statistic is reported.

The LR statistic is given by (24).

LR = 2E33, E m log (m / nia)	 (24)

msk is the observed absolute frequency for the event fs,k1 while nsk is the expected frequency

under the null (see (25)). m .k and ms. are the marginal frequencies over C and LPY respectively,

and m is the total number of observations in the frequency table. The LR statistic equals zero

if observed and expected frequencies are equal for all events. This is the case under the REH.

- 
Ms. MA

n sk (25)

The LR-statistic, with associated levels of significance calculated over the entire period,

are shown in table IV. The test rejects Ho for all four variables.
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Table IV: Likelihood ratio test for the efficiency property

LR (4) 15) 	Sign. prob. 

Domestic prices	 479.71	 0.000

Export prices	 460.80	 0.000

Domestic demand	 807.05	 0.000

Export demand	 566.37	 0.000

In section 5.1 we discussed the possibility of erroneously not rejecting the REH when

confronted with price-setting firms. This may explain why the departure from the null is less for

prices than for demand in table IV. One would also expect finns to make bigger mistakes

predicting the state of export markets than of the domestic market. This is not found in our data

as reported in table IV. The departure from the null is in fact largest for domestic demand.

For a given set of relative frequencies, the observed LR-statistics increase with the

number of observations, while the critical value for rejecting Ho is unchanged. This makes it

nearly impossible to not reject Ho for even the smallest depart= from the null when the number

of observations goes beyond a certain limit. The LR-statistics reported in table IV are calculated

for samples with 18 000-23 000 observations, so one should not draw too strong conclusions

from the results.

The LR-test has also been conducted for each of the 46 periods, with the number of

observations lying between 300 and 600 in each period. In these subsamples one is not

confronted with the problem of large numbers of observations. The results are reported in section

7.

15) With s=1,...,S and k=1,...,K the degrees of freedom follow from d.f.= (S - 1)(K- 1).
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b. The loglinear probability model

In section 7 the results from four different tests of the efficiency property are presented; two

tests for nominal association (including the LR-test) and two tests for ordinal association. All

four tests can be discussed in the framework of a loglinear probability mode1 16) :

Y	 C,LPYMODEL I: log (r"") = + usC 1111+ 14 + Usk (26)

The parameter th is a constant .term equal to the average of the log-probabilities. u s and uk are

the main effects of C and LPY respectively. Each represents the departure of the log-probability

from the average pi that is due to its respective variable. liskC'LPY are the bivariate interaction

parameters; for our purposes they are the parameters of most interest. They represent the

departure from the sum of the average th and the main effects us and uk, due to the observed

association between C and LPY.

A positive value of one of the effect parameters will increase the probability the event

occurs, while a negative value reduces the probability. In the case of no association, the bivariate

interaction parameters will equal zero.

The LR-test given in (24) and (25) is identical to test a joint null-restriction on all

bivariate interaction parameters in (26).

C. A loglinear probabilty model for an ordinal-ordinal table

The categorical variables used in this paper are all ordinal; the orderings of the categories can

be given a meaningful interpretation in the form "higher than, less than or equal to". It is then

relevant to ask if the association goes in any specific direction when there is association between

the correction term (C) and former observations of Y (LPY). If high/low values of C are

associated with high/low (low/high) values of LPY the data show a positive (negative)

association.

In our case negative association implies a tendency that firms overpredict (underpredict)

the direction of change, resulting in a negative (positive) revision, after having reported

16) For a general reference to loglinear probability models and measures of association, see Bishop, Fienberg
and Holland (1975) or Fienberg (1980).
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increasing (decreasing) prices in the period before making their expectations. This would be the

case of adaptive expectations.

In estimating the general loglinear model in (26), we do not utilize the information

embodied in the ordinal nature of our data, which can be used to restrict the number of

parameters describing the bivariate association. By testing the null of no association within the

framework of a more restrictive model, the power of the test is increased compared to the

traditional approach, since one tests over a more restricted parameter space. Another advantage

with more restrictive models is that one can derive parameters that indicate the direction of an

eventual association.

One such restricted model is the uniform association model (see Agresti (1984)),

presented in equation (27). The model restricts the patterns of the bivariate association. The

association is now captured in one single parameter, Bc'LPY' , while in four parameters in the

general loglinear model.

MODEL U:log(nr) = + 14: + ukLPY + PC'LPYCS -TO

- 1 =3 1 IL-.4.3where s = _ET s and - =3 3

When BC'LPY =Ø one gets the model of no association /independence"). If 13c4." > 0 , the

association is positive and opposite, if BC'LPY < 0, the association is negative. We first test

whether the uniform association model is a good approximation to the process by which the msk

are generated, using a traditional LR-test with 3 d.f. Secondly, if the uniform association model

is not rejected, the null hypothesis of no association given uniform association is tested. If this

null hypothesis is rejected, the sign of Bc4." gives the direction of association. The test results

are presented in section 7.

The uniform association model is rather restrictive. Less restrictive models that also use

the ordinal nature of our data can be derived. Some of those models were tried during

estimation, but the results did not differ significantly from those obtained by use of the one

discussed above.

17) If B"." 0, one can see that the deviation in log mid, from the independent model is linear in LPY for fixed
C and linear in C for fixed LPY. Thus the model in (27) is known as the linear-by-linear association model.

(27)
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d. The component gamma

A well-known measure of ordinal association is Goodman-ICruskal's gamma (GKG) (see

Goodman and Kruskal (1979)), defmed over the observed frequencies. Suppose two drawings

from the total sample with outcomes { s,k} and fs',k' 1. In the case of positive (negative)

association the probability for the two drawings being equally (unequally) ordered 18) is greater

than the probability for they being unequally (equally) ordered. GKG measures the degree and

direction of association by the difference between the conditional probabilities for the

observations being equally and unequally ordered 19)
•

One disadvantage of measures of association that are based on observed frequencies is

that they are not invariant to changes in the marginal distributions even if the bivariate

interaction between the two variables is unchanged. In this paper our main interest is the

bivariate interaction, not the marginals. In Kawasaki and Zimmermann (1981), several partial

measures of ordinal association are proposed, from which we choose to apply the component-

gamma, 7. This is a variant of Goodman-Kruskal's gamma. Kawasaki and Zimmermann (1981)

use the bivariate interaction parameters of the loglinear probability model (see (26)) in their

measures. As an intermediate step, they introduce the concept of component probabilities. The

component probabilities, being functions of the parameters in the loglinear probabilty mode12°) ,

represent a partitioning21) of the probability it sk into the contribution from the marginal

probability distributions (n(s) and 7c(k)) and the bivariate distribution (it(s,k)). Each of the three

sets of component probabilities (n(s), ic(k) and ic(s,k)) satisfies the definition of a probability.

18)The outcomes are said to be equally ordered if {s>s' and k>k'} or {s<s' and k<k' }. The variables are said
to be unequally ordered if {s>s' and k<le} or { s<s' and k>kl.

19)The conditional probabilities for equally and unequally ordered, are respectively PS/(1-PT) and PD/(1 -VF).
PS, PD and PT are defined below. Notice that PS+PD+PT=1.

PS = Prob[s>s i and k>k i , or s<s' and k<k i

PD = Pros>' and k<k i , or s<s' and k>k i

PT = Prob[s=s i or k=k 1 ]

) The definition of component probabilities:

exp(usc )	 exp(ukiPY)	 exp(usCk"LPY)
it (s) 	 , It (k) 	 , lt (s,k) = 	

exp(usc)	 Ek.% exp(ukuY)	 Es, a t exp(14m)

21)	 = ( s)n (k)n (s,k)
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Y is defmed as

PS' — PD c 	 (28)
PS' + PD c

where

PS c = 2EsEk ic (s,k)[E,/,sEe,k 7c (s JO]
PD C = 2 EsEk (s,k)[E.,Ekl<k ic (s ,k)]

(29)	 .

y measures the partial bivariate association between the two ordinal variables C and LPY. It

varies between -1 and 1, and equals -1 if there is perfect negative association, 1 if there is

perfect positive association and 0 if there is no ordinal association. y is asymptotically normally

distributed22). we test for no ordinal association with a t-statistic. If the null is rejected the sign

of y gives the direction of association. In section 7, y is calculated for each period.

The measures of ordinal association (here represented by 13 c4." and 7) can only reveal

monotonic association - that is, the same direction of association in all subgroups of cells in the

cross-table. If the association is non-monotonic, test-observatores such as the LR-test and the

Pearsons Chi-Square are preferable.

e. The component chi-square; 4)2

In section 7, a fourth measure of association is calculated, 4)2. This is a measure of nominal

association that differs from the well known Pearsons Chi-Square in that it requires component

22) y is a function of the estimators for the parameters u sk, which are MLE and asymptotically normal-distributed
with covariance matrix E. If ,t(u) is a differentiable function of u, y is asymptotical normal distributed with an

asymptotical variance, y (1/n) (8 7/8g Z (8y /8u ) . This follows by the usual 8-method argument.
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probabilities instead of frequencies when calculated. The measure is invariant to changes in the

marginal distributions. 4)2 is defined by (30).

4)2	 vx [[7t(s,k) — fc(s,k)] 2 1
4-4	 *(s,k)

(30)

n(s,k) is the estimated component probability (see (29)) while le(s,k) is the expected component

probability given H. Under Ho the bivariate interaction parameters lit:42Y will equal zero, giving

ft(s,k) as shown in (31).

fc (s,k) —
exp(usk"")

(31)

E=1 rk=1 exI) (usciLPY )

4)2 is asymptotically normally distributed and a t-test can be applied to test whether 02 is

significantly different from zero.

6.2 Testing for "cross-restrictions on equations"

The efficiency property gives rise to a second test. If the information included in previous

observations of price changes is efficiently used, both the expectations and realizations regarding

the price, EY and PY, should be explained by the same stochastic process in LPY23) .

This hypothesis can be tested with a pooled variable X and a dummy variable D.

X:	 A pooled variable, combining PY and EY, defined over the index m = 1,2,3. The number

of observations of X in a single period t is 2N„ where 1%1, is the number of observations

of PY and EY, respectively. m equals the value of p or j.

D:	 D is a dummy variable, defined over the index d = 1,2, indicating whether the value on

X is taken from an observation of PY (d = 1) or EY (d = 2).

23) Under REH: Cov(C,LPY) = 0 <=> Cov(PY-EY,LPY) = 0 <=> Cov(PY,LPY) = Cov(EY,LPY)
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The loglinear model to be estimated and the null-hypothesis is given by

MODEL H: log(Tc=")	
(32)

LPY,D	 XAMD
Umd +	 +144j

Ho: = o

The probability irm,k,d is interpreted as the probability that a firm reports an increase in

prices (m=1) given that in the previous period, it perceived a price decline (k=3); if d=1 the

former is report of actual prices, if (d=2) it is of expected prices.

Rejecting Ho implies that the information about whether X reflects actual or expected

price-changes, is essential to the association between X and LPY, and thus EY and PY are not

the result of the same stochastic process.

This alternative test of the efficiency-property is weaker than the efficiency-test already

discussed, because it does not make efficient use of the micro-information. The estimation of

(32) is based on two cross-tables, both two-dimensional; PY by LPY and C by LPY. The role

of the dummy-variable D in (32) is to identify the cross-tables from which the value of the

pooled variable, X, is taken. In (32) we then test whether the bivariate-effect parameter in the

two cross-tables is identical. There is an infinite number of combinations of reports given by

firms on LPY, EY and PY that can give rise to cross-tables that do not reject H. If for instance

all pairs of corresponding cells from the two tables have the same relative frequencies, we

cannot reject Ho but we cannot without further information tell whether a pair of corresponding

cells represents answers from the same firms. All firms take part in two independent drawings,

in period t-1 (d=2) reporting their expectations and in period t (d=1) reporting their perceptions

of actual price changes.

The restriction in (32) is tested with a LR-test and a 4)2-test. The LR-test is run by

estimating the loglinear model with and without the restriction on the trivariate interaction

parameter imposed by H. The test-statistic is given in (33), where LR(II) equals "-2*log

likelihood for MODEL II" and LR(IIB) is the same for MODEL IIB. MODEL ILB is the

constrained model and is nested in MODEL II. Z is x(4)-distributed.

Z = LR(IIB) - LR(I1)
	 (33)
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The test-statistic 02 is nearly identical to the one presented in section 6.1 but is here

based on the trivariate component probabilities's) . Again a t-test based on the asymptotic variance

is used. The results are reported in section 7.

6.3 The test for unbiasedness

In section 4 we presented a test for the unbiasedness-property appropriate for quantitative data.

It was emphasized that, if conducted on cross-sectional data, the null is a joint hypothesis; the

expectations are formed according to the REH and there are none common shocks. This warning

still remains. The categorical correspondent to the hypothesis in equation (20) is the hypothesis

of no association between the variables C and EY. In section 7 we test this hypothesis by use

of a LR-test. The cross-table of C by EY includes two structural zeros. This is accounted for

when calculating the LR-statistics. Because EY is included in C an association may erroneously

arise if there are measurement errors in EY.

Further, (20) implies the correction term to be centred around  the "no revision"-category

with no systematic bias in either positive or negative direction. The absence of systematic bias

can be tested for by estimating the following one-dimensional loglinear model:

MODEL III: log(n) = + u (34)

The hypothesis to be tested is:

Ho: > and u1C = (35)

The hypothesis is accepted if u2 is positive and differs significantly from zero and the second

restriction is accepted. It follows from the restrictions on the sum of parameters (Zus ) and Ho,

that u l and u3 should be negative under H. The restrictions are tested by use of a Wald-test. The

actual Wald-statistics are x(1)-distributed.

The results are reported in section 7.

24)te(m,k,d) =1/18 (follows from (29) and (32)).

25)The Wald-statistic is computed by use of the estimated parameters and the information matrix.

36



7. Results

The results of the empirical tests which have been calculated using the software-package SAS

are shown in tables VI-XIII in the appendix; table V summarize the results. Unless stated

otherwise the critical level for rejecting Ho is 5 percent. All tests are conducted to 46 periods.

Table V: Number of periods in which the REH are rejected

Test
Price

Domestic Export Domestic

Demand

Export

Efficiency-
test

4)2 (Nominal ass.) 15 14 23 14

LR(4) (Nom.ass.) 37 34 42 35

LR(3)26) (Ord ass)/ B 14 / 5 14 / 3 16 / 10 18 / 9

f) (Ordinal ass.) 6 (5) 5 (5) 34 (34) 28 (28)

Test on
cross-
restrictions

4)2

LR(4)

i

5

3

7

6

18

2

12

Test of
unbiasedness

LR(4) 46 46 46 46

Ho: u2 ) vs H 1 : u2>0 0 0 0 0

Ho: u 1=u3 vs H I :
u"2

17 17 24 24

7.1 Prices on firms' product

Tables VI and VIII contain the results of the efficiency test (see section 6.1, especially (23)) for

the two price-variables. The LR-test (nominal association) shows that there exists an association

in the data between the qualitative correction term (C) and the last perceived direction of change

(LY). The hypothesis of no association is rejected in 37 periods for prices in domestic markets

and in 34 periods for prices in export markets. Thus, more efficient use of the information

26)The first figure indicate the number of periods not rejecting the uniform association model, while the second
figure gives the number of periods out of the first ones, rejecting the REH (B significantly different from zero).

27)Number of periods with y > 0 (positive association) given in parantheses.
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gathered in the firms' previous observations would have reduced the need for correcting the

predictions in more than 3/4 of the periods. The results from the 4)2-test do not so strongly weigh

against the REH; in more than half of the periods the hypothesis of no association (supporting

the REH) is not rejected. The LR- and the 4)2-statistics represent two ways of testing the null of

no association. The "4) 2 " tests whether a specific configuration, the bivariate effect parameters

in the estimated model, are different from zero; the LR-test, which is calculated directly from

the observed frequencies, tests the more general hypothesis of no association. The uniform

association model (see (27)) restricts an eventual association to be monotonic. The LR-test

(ordinal association) in tables VI and VIII shows that the restrictions imposed by the uniform

association model are rejected by the data in more than 2/3 of the periods for price expectations;

when the model is not rejected, the association between the correction term and perception of

previous price changes is seldom significant. These fmdings indicate that any possible

association is non-monotonic. The gamma test leads to the same conclusions. Less restrictive

model of ordinal association were estimated, but did not improve the results.

Tables VII and IX contain the values on LR and 4) 2 used to test whether the expected and

perceived directions of change are generated from the same stochastic process (see section 6.2),

the alternative test of the efficiency property. The null-hypothesis is seldom rejected; while the

LR-test rejects the hypothesis in only 5 (domestic prices) / 7 (export prices) out of 46 periods,

the 4)2-test leads to rejection in 1, respectively 3 periods. Thus we cannot reject that price

expectations made in period t-1, and the subsequent observations of prices in period t, are

generated from the same stochastic process. But, as mentioned in section 6.2, testing the validity

of cross-restrictions is a weaker test of the efficiency-property than the efficiency-test described

in section 6.1.

The fmal property to be tested is the unbiasedness property (tables VII and IX). The

significance-level for rejecting the null-hypothesis is high in all periods according to the LR-

statistics (see section 6.3). But, as stressed before, this result may be due to common shocks and

not to expectations not being formed in accordance with the REH. Wald-tests have been run to

the parameters in a one-dimensional loglinear probability model (see (34) and (35)). In

accordance with the REH, requesting prediction-errors to be concentrated in the "no correction"-

category, u2 is significantly different from zero and positive in all periods both when domestic

and export prices are considered, while u l (significant in all periods) and u3 (calculated from the

cross-restrictions on the parameter-values) are negative in all periods. The correction term is
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symmetrically distributed around the "no revision"-category (u 1=u3) in more than half of the

periods; the results do not indicate a revision in any specific direction in the remaining periods.•

If the firms in fact are price-setters one may errouneously accept the REH; we cannot

discriminate between these two hypotheses. The problem of firms being price-setters may be

reduced when testing on prices in export markets because one may reasonably expect the firms

to have more market power in domestic markets than in export markets.

The results from the three different tests presented in this section do differ in their

conclusions with respect to the REH. The efficiency test rejects the REH, while the test on cross-

restrictions does not reject the REH. This last test is however a weaker test of the efficiency

property than the efficiency test. The unbiasedness test are inconclusive in addition to not being

a good test when conducted on cross-sectional data. One may argue that if only one of the

restrictions the REH imposes on the correction term is violated, the REH has to be rejected. The

hypothesis that firms' expectations regarding prices on own products are formed in accordance

with the REH, may be rejected according to this argument.

7.2 Demand from domestic and export markets

When analyzing the firms expectations concerning the demand towards the firms' products we

use the firms' reports on orders from domestic and export markets as proxies for the demand

from those markets.

The results from the efficiency-test conducted on demand from domestic and export

markets are reported in tables X and XII. We find that the property is rejected in most periods

by the LR-test (nominal ass.) (42 (domestic) / 35 (export) out of 46 periods), indicating an

association between the correction term and perceived previous changes in demand. So, in about

3/4 of the periods we can conclude that there is an association between the correction term and

lagged observations, indicating an inefficient use of information when forming expectations. As

for the price-variables, the 4)2-test leads to rejection in fewer periods, respectively 23 and 14

periods for demand from domestic and export markets.

Again the restrictions implied by the uniform association model are rejected in about 2/3

of the periods; in about half of the remaining periods B is estimated to be significantly positive.

The sign of the y also shows the association, when present, to be positive. y is positive in all

periods and significantly different from zero in 34 periods for domestic demand, while it is
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positive in all but 2 periods and significantly different from zero in 28 periods for export

demand. A positive association indicates a tendency that firms underpredict (overpredict) the

future change in demand if the demand most resently increased (decreased). This is in fact the

opposite of what one would have expected to find if the alternative hypothesis was the adaptive

expectations scheme. The fmdings are more in accordance with the regressive-expectations

model (see for instance Frenkel (1975)); agents always expect the level or the rate of change to

return to a "normal" level.

Tables XI and XIII contain results from the alternative test of the efficiency property (see

section 6.2). According to the 4)2-statistics the hypothesis is rejected for 6 periods for domestic

demand and for 2 periods for export demand, while the LR-test leads to rejection for 18,

respectively 12, periods. As for the price variables these results are stronger in favour of the

efficiency-property to hold than the results from the efficiency-test reported in tables X and XII.

The second property to be tested is the unbiasedness property (tables XI and XIII). The

hypothesis of no association between the correction term and perceived changes in demand is

rejected for all periods at a 1 percent level of significance for demand from both markets

according to the LR-test (see section 6.3). This results may however be due to common shocks.

As for the price variables, the Wald-tests (see (34) and (35)) indicate a concentration in the "no

revision"-category, with u2 being significantly positive in all periods and u l and u3 being negative

for most periods for both variables. The equality-restriction on u l and u3 is rejected in about half

of the periods for the two demand variables. For these periods we may conclude that either the

unbiasedness property is violated or firms are subjects to common shocks.

The overall conclusion is, as for the price variables, not clear-cut but goes in direction

of rejecting that expectations, concerning demand from domestic and export markets, are formed

in accordance with the REH. The basis for this conclusion is stronger than for the price-

expectations.
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8. Conclusions

As mentioned in section 5 the quality of the data analyzed can be discussed. The reader should

also bear in mind that the unbiasedness property may errouneously be rejected due to firms

being confronted with a common shock. The fmdings presented in this paper must therefore be

treated with some caution.

However, the results (summarized in table V) do not give a strong support to the REH.

A first glance at table I, which reveals a strong tendency for the data to concentrate in the "no

revision"-category, could give the opposite conclusion. But as shown by formal tests, for those

firms who give an incorrect prediction there is a tendency in half of the periods for this error

to be systematic. This error appears in some fewer periods for the two price variables than for

the demand variables. The reason for this difference may be that some of the firms in fact are

price-setters and by then control their prices.

Further, the hypothesis of no association between the correction term on the one hand

and previous changes in the variable on the other hand are rejected for all four variables in more

than 3/4 of the periods when running the LR-test, indicating both the efficiency- and

unbiasedness property to be violated. The sf-test leads to rejection in fewer periods. The

association between the correction term and perceived previous changes, when found, is neither

positive nor negative for the two price variables. The association is positive for the demand

variables, showing a tendency to underpredict future demand if the demand increased in the

previous period. This may be due to firms forming expectations in accordance with the

regressive expectations-model.

Most of the tests reject the REH in more periods when conducted on the domestic- than

on the export market. This is the opposite of what I would have expected since one should

assume firms have a better view of the situation at home than abroad.

One main weakness with the different tests presented in this paper is the lack of a

specified alternative hypothesis. Unfortunately do not tests of different expectations hypothesis

nest each other (except the adaptive and the pure extrapolative scheme). The results presented

here are however just part of a project in which tests of extrapolative hypotheses will be

included later.
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APPENDIX I: Tables VI - XIII

Table VI: The efficiency-test - domestic-prices
Ho: u0=0 vs. H1 : us,k9E0

Tests for nominal association Tests for ordinal association•2	 t-value	 X2(4)	 'Y 	t-value	 X2(3)	 Beta

	

2.16*	 3.20	 13.72**	 -0.98** -115.18	 13.61**	 -0.06

	

0.02	 0.41	 2.08	 0.06	 0.17	 1.30	 0.17

	

1.17**	 9.55	 7.98	 0.14	 0.34	 7.32	 0.14

	

0.07	 0.87	 439	 0.23	 1.18	 2.59	 0.22

	

0.01	 0.48	 1.33	 -0.07	 -0.47	 1.02	 -0.08

	

0.01	 0.62	 1.91	 0.10	 0.87	 0.44	 0.14

	

0.06*	 1.98	 19.84**	 -0.16	 -1.54	 17.73**	 -0.18

	

0.05*	 2.18	 19.11**	 0.01	 0.09	 19.00**	 0.04

	

0.04	 0.91	 4.24	 -0.25	 -1.76	 1.69	 -0.26

	

0.11**	 2.74	 27.00**	 0.09	 0.78	 25.51**	 0.15

	

0.05	 1.69	 14.24**	 0.02	 0.15	 13.01**	 0.16

	

0.03	 1.35	 10.72*	 0.00	 0.02	 9.10*	 0.18

	

0.03	 1.76	 11.79*	 0.08	 0.58	 9.62*	 0.22

	

0.13	 1.84	 24.58**	 0.43**	 3.36	 4.99	 0.63**

	

0.09	 1.88	 28.25**	 0.28*	 2.02	 23.52**	 0.34*

	

0.07*	 2.44	 21.12**	 0.02	 0.16	 20.64**	 0.12

	

0.06*	 2.14	 20.15**	 -0.07	 -0.59	 19.65**	 -0.11

	

0.14**	 3.35	 34.78**	 0.01	 0.04	 34.40**	 0.10

	

0.06	 1.72	 14.96**	 -0.12	 -0.72	 14.34**	 -0.16

	

0.20**	 3.31	 42.53**	 0.03	 0.17	 41.78**	 0.21

	

0.11	 1.40	 14.29**	 0.26	 1.20	 13.02**	 0.33

	

0.12	 1.06	 13.57**	 -0.34	 -1.45	 12.79**	 -0.23

	

0.11	 1.27	 12.95*	 -0.17	 -0.58	 12.57**	 0.17

	

0.19	 1.44	 14.16**	 -0.16	 -0.55	 13.35**	 0.21

	

0.13	 1.75	 14.53**	 0.23	 1.31	 8.76*	 0.40*

	

0.03	 0.74	 4.18	 -0.12	 -0.63	 4.15	 0.02

	

0.05	 0.99	 9.49*	 0.22	 1.19	 2.22	 0.38**

	

0.09	 1.83	 19.46**	 0.13	 0.91	 13.81**	 0.33*

	

0.06	 1.41	 11.15*	 0.10	 0.47	 6.70	 0.35*

Period

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

80.2

80.3

80.4

81.1

t-value

-0.33

0.88

0.81

1.34

-0.56

1.21

-1.45

0.33

-1.59

1.22

1.11

1.27

1.47

4.30

2.16

0.69

-0.71

0.62

-0.79

0.87

1.13

-0.88

0.61

0.90

238

0.17

2.67

2.36

2.09
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Table VI: The efficiency-test - domestic-prices
Ho: 11E4=0 vs. H1 : t1/4041

,
Tests for nominal association Tests for ordinal association

Period 4)2 t-value X2(4) y t-value X2(3) Beta t-value

81.2 0.04 1.14 10.37* -0.04 -0.21 8.01* 0.24 1.53

81.3 0.07 1.89 20.25** 0.04 0.22 16.59** 0.32 1.90

81.4 0.06 0.80 4.13 0.22 1.07 3.45 • 0.15 0.83

82.1 0.06 1.89 13.68** 0.05 0.31 11.96** 0.25 1.31

87.4 0.14* 1.97 17.38** -0.07 -0.42 17.11** 0.09 0.52

88.1 0.06 1.84 13.44** 0.11 0.65 8.81* 0.38* 2.13

88.2 1.50** 6.75 17.06** 0.96** 87.82 6.68 0.62** 3.15

88.3 0.11* 2.33 22.34** 0.17 1.04 19.85** 0.34 1.57

88.4 0.17** 2.81 30.86** -0.09 -0.56 30.72** -0.07 -0.37

89.1 0.13* 2.00 20.28** 0.36* 2.49 11.02** 0.57** 2.99

89.2 0.06 1.54 9.86* 0.09 0.57 8.00* 0.22 1.36

89.3 0.12* 2.27 21.08** -0.07 -0.39 21.08** 0.01 0.06

89.4 0.06 1.39 7.84 0.08 0.42 7.53 0.14 0.56

90.1 0.06 1.72 12.36* 0.14 0.85 11.29** 0.21 1.03

90.2 0.08 1.66 13.57** 0.26 1.67 8.16* 0.42* 2.30

90.3 0.18 1.54 16.48** 0.45* 2.50 6.68 0.77** 3.08

90.4 0.08 1.40 12.37* 0.25 1.44 9 •75* 0.36 1.61

*: Rejection on a 95%-level. Critical values: t.025=1.96, X2.05(37.81 and X2.05(4)=9.49
**: Rejection on a 99%-level. Critical values: t.0c6=2.576, X2.01(3)=11.34 and X241(4)=13.28
, 
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Table VII: Cross-restrictions and unbiasedness-domestic prices
Cross-restrictions on equations Unbiasedness

Ho: 11.3,4=0 vs. H i : unao0 Ho:no ass. Ho: u l=u3 Parameter-values
4)2

1.27

0.02

4.58

0.01

1.82*

0.05

0.01

0.05

0.03

0.03

2.32

0.13

0.02

1.59

2.09

0.04

2.09

0.02

0.01

1.29

2.00

233

2.05

1.98

0.02

t-value	 X2(4)	 X2(4)

0.00	 179.27**

8.42	 160.00**

5.17	 136.66**

0.70	 114.14**

4.33	 130.77**

6.25	 127.72**

2.10	 161.63**

7.80	 184.85**

5.27	 156.63**

5.09	 176.76**

7.16	 192.02**

15.14** 123.94**

4.65	 156.44**

	

11.15*	 141.56**

6.78	 169.58**

7.45	 124.55**

5.41	 222.43**

7.43	 161.49**

2.10	 227.32**

	

12.75*	 166.36**

	

3.22	 91.17**

	

2.72	 134.12**

	

5.03	 144.81**

	

9.77*	 141.08**

	

5.20	 179.18**

X2(1)

1.13

0.68

2.23

0.78

1.98

2.97

2.37

0.24

1.68

0.46

19.62**

1.86

1.50

3.72

939**

6.51*

18.58**

1.05

5.85*

7.77**

7.78**

3.69

2.56

5.17*

0.86

0.15

0.02

0.05

0.36

2.21

0.88

0.58

0.90

0.75

0.83

0.03

1.35

0.60

0.03

0.03

0.90

0.02

1.28

0.40

0.51

1.95

0.02

1.92

0.03

0.65

Period

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

	u l 	u2 	u3"

-0.42**
	

1.05**	 -0.63

-0.42**
	

0.99**	 -0.57

	

1.00**	 -0.37

-.0.43**
	

1.02**	 -0.59

-0.53**
	

0.82**	 -0.29

	

0.89**	 -0.31

-0.58**
	

0.92**	 -0.34

-0.48**
	

1.03**	 -0.55

-0.39**
	

0.99**	 -0.60

-0.54**
	

0.98**	 -0.44

-0.85**
	

0.99**	 -0.14

-0.65**
	

1.07**	 -0.43

	

-0.58**
	

0.98**	 -0.39

	

-0.75**
	

1.16**	 -0.42

	

1.11**	 -0.30

	

-0.85**
	

1.24**	 -0.40

	

-0.86**
	

1.02**	 -0.16

	

1.29**	 -0.55

	

1.27**	 -0.42

	

-1.09**
	

1.57**	 -0.48

	

-0.43**
	

1.45**	 -1.02

	

-0.61**
	

1.67**	 -1.06

	

-0.61**
	

1.56**	 -0.95

	

-0.44**
	

131**	 -0.87

	

0.97**	 -0.41



Table VII: Cross-restrictions and unbiasedness-domestic prices
Cross-restrictions on equations Unbiasedness

Ho: Uni.k4=0 VS. H I : tlinxpEO Ho:no ass. Ho: ur=u3 Parameter-values
Period

80.2

80.3

80.4

81.1

81.2

81.3

81.4

82.1

87.4

88.1

88.2

88.3

88.4

89.1

89.2

89.3

89.4

90.1

90.2

90.3

90.4

412

2.29

0.01

0.02

1.94

0.04

2.04

1.42

0.03

2.68

0.02

0.02

0.01

0.03

2.65

2.23

0.03

2.19

0.02

1.85

0.06

0.01

t-value

0.02

0.42

0.97

0.02

0.77

0.03

0.04

0.71

0.02

0.63

0.58

0.47

0.66

0.03

0.03

0.93

0.02

1.07

0.02

1.12

0.62

X2(4)

2.81

5.44

7.87

4.40

8.32

8.39

2.74

3.33

8.88

8.25

2.48

2.12

3.68

12.46*

8.42

4.78

1.99

6.81

5.47

6.97

2.19

X2(4)

163.73**

175.08**

210.20**

134.96**

130.11**

184.53**

165.36**

114.77**

137.34**

125.54**

97.15**

82.84**

93.46**

88.71**

93.09**

161.03**

80.56**

96.36**

99.10**

113.62**

113.01**

X2(1)

8.66**

1.48

7.34**

5.30*

10.94**

4.M*

0.64

11.57**

0.29

2.48

3.63

0.26

1.08

5.06*

0.04

3.99*

0.28

3.53

0.19

9A9**

0.26

ul

-0.21*

-0.33**

-0.24**

-0.71**

-0.72**

-0.50**

-0.85**

-0.47**

-0.60**

-0.85**

-0.66**

-0.71**

-0.74**

-0.57**

-0.85**

-0.67**

-0.67**

-0.68**

-0.99**

0.90**

0.85**

0.89**

1.02**

1.16**

1.07**

1.13**

1.08**

1.04**

0.92**

1.28**

1.20**

1.20**

1.04**

1.18**

1.27**

1.23**

0.98**

1.26**

1.27**

1.17**

u3"

-0.69

-0.52

-0.66

-0.32

-0.89

-0.35

-0.64

-0.23

-0.57

-0.32

-0.43

-0.55

-0.49

-0.30

-0.61

-0.42

-0.56

-0.31

-0.58

-0.28

-0.53

u2

*: Rejection on a 95%-level. Critical values: 63=1.96, X2 (1)=3.84 and X245(4)=9.49**: Rejection on a 99%-level. Critical values: 65=2.576, X2., 1(1)5.63 and X2.01 (4)=13.281) u5 is calculated from the restriction on the sum over the u-parameters.
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Table VIII: The efficiency-test - export-prices
Ho: us,k=0 vs. H1 : u4k#0

Tests for nominal association Tests for ordinal association
Period

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

80.2

80.3

80.4

81.1

81.2

0.33

0.09

0.14

0.06

0.02

0.03

0.04

0.04

0.02

0.03

0.04

0.08

0.05

0.05

0.19

0.05

0.04

0.07*

0.10*

0.11*

0.13*

0.06

0.16*

0.36*

0.06

0.08

0.04

0.05

0.12*

0.07*

t-value

1.52

0.79

1.75

1.09

0.83

1.26

1.86

1.76

1.23

1.80

1.68

1.93

1.59

1.88

1.88

1.54

1.29

2.11

2.27

2.09

2.13

1.24

235

1.99

0.89

1.17

1.13

1.21

2.27

2.24

X2(4)

14.67**

3.93

11.24*

7.43

3.17

8.26

17.06**

14.08**

6.03

11.33*

11.75*

17.79**

12.04*

12.86*

23.01**

16.20**

11.43*

16.34**

22.92**

23.27**

27.33**

12.45*

39.35**

28.75**

13.33**

7.96

7.02

7.82

25.03**

16.18**

Y

-0.41

-0.30

-0.01

0.13

-0.09

0.18

-0.08

0.07

-0.01

0.07

0.05

-0.11

0.14

0.04

0.39**

0.18

-0.19

-0.03

0.18

-0.18

-0.15

-0.16

0.32

0.16

0.21

-0.06

-0.07

-0.17

-0.18

0.07

t-value

-1.89

-1.27

-0.06

0.79

-0.59

1.59

-0.72

0.56

-0.09

0.68

0.41

-0.86

1.21

0.35

2.89

1.28

-1.39

-0.19

1.10

-1.18

-0.92

-0.81

1.56

0.81

0.86

-0.31

-0.44

-1.23

-1.41

0.51

X2(3 )

12.68**

1.55

11.24*

7.09

1.62

5.94

16.55**

14.01**

6.00

10.37*

11.01*

17.59**

10.78*

11.95**

17.64**

11.81**

8.69*

16.34**

21.95**

22.20**

27.33**

12.44**

15.21**

23.87**

6.37

7.95*

6.96

6.98

23.86**

14.82**

Beta

-0.26

-0.29

-0.01

-0.09

-0.18

0.18

-0.09

0.04

-0.03

0.11

0.12

-0.06

0.15

0.12

0.37*

0.32*

-0.25

0.00

0.20

-0.20

0.01

0.02

0.95**

0.40*

0.45**

0.01

-0.04

-0.14

-0.16

0.18

t-value

-1.40

-1.53

-0.06

-0.58

-1.24

.1.52

-0.72

0.27

-0.18

0.98

0.86

-0.44

1.12

0.96

2.30

2.08

-1.65

0.00

0.98

-1.03

0.06

0.12

4.70

2.19

2.60

0.08

-0.23

-0.92

-1.08

1.16
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Table VIII: The efficiency-test - export-prices
Ho: u4=0 vs. H1: ;00

Period

Tests for nominal association Tests for ordinal association

4,2 t-value 30(4) 'y t-value )0(3) Beta t-value

81.3 0.12* 2.40 23.39** 0.29* 2.03 14.18** 0.55** 2.98

81.4 0.03 1.12 8.35 0.14 0.92 7.52 0.15 0.91

82.1 0.06 1.88• 13.81** 0.06 0.39 12.66** 0.19 1.07

87.4 0.09 1.75 12.45* -0.04 -0.21 12.45** -0.00 -0.02

88.1 0.61 1.90 27.58** 0.78** 6.40 1.50 1.33** 4.89

88.2 0.15 1.04 7.72 0.40 1.93 4.98 0.34 1.64

88.3 0.18 1.86 21.02** 0.40* 2.33 13.77** 0.65** 2.66

88.4 0.27* 2.97	 • 37.68** -0.06 -0.37 37 •43** -0.10 -0.50

89.1 0.13* 2.05 20.48** 0.26 1.63 15.57** 0.45* 2.19

89.2 0.03 1.15 6.81 0.08 0.37 5.05 0.26 1.32

89.3 0.14* 2.24 23.68** 0.20 1.15 21.15** 0.38 158

89.4 0.23** 2.84 35.18** 0.30 1.64 26.87** 0.74** 2.84

90.1 0.09* 2.30 16.92** 0.08 0.45 16.35** 0.16 0.75

90.2 0.04 1.36 7.92 0.15 0.90 5.87 0.26 1.42

90.3 0.07 159 12.32* -0.05 -0.27 12.17** -0.09 -0.39

90.4 0.22 1.72 18.87** 0.52** 353 4.65 0.86** 3.66

*: Rejection on a 95%-level. Critical values: t.025=1.96, X2.05(3)=7.81 and X2.05(4)=9.49
**: Rejection on a 99%-level. Critical values: 6)5=2.576, X241 (3)=11.34 and X2.01(4)=13.28
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Table IX: Cross restrictions and unbiasedness - export prices

Ho: ud=0 vs. H I : uno,00	 Ho:no ass. Ho: u1=u3	 Parameter-values
Period	 4)2 t-value	 X2(4)	 X2(4)	 X2(1)	 ul	 U2	 113

1)

74.1	 0.09	 0.96	 5.25	 173.85**	 2.40	 -0.35**	 1.02**	 -0.67
74.2	 0.03	 0.77	 2.57	 126.04**	 0.92	 -0.36**	 0.91**	 -0.55
74.3	 2.90	 0.02	 7.26	 108.27**	 1.09	 -0.58**	 0.96**	 -0.38
74.4	 0.03	 1.03	 5.89	 80.54**	 1.01	 -0.54**	 0.90**	 -0.36
75.1	 1.62*	 2.15	 5.83	 87.18**	 11.61**	 -0.75**	 0.84**	 -0.09
75.2	 1.56*	 2.16	 7.26	 82.49**	 13.71**	 -0.80**	 0.92**	 -0.13

Cross-restrictions on equations Unbiasedness

	

75.3	 0.03	 0.99	 5.01	 122.41**	 5.33*	 -0.69**	 0.98**	 -0.29

	

75.4	 0.03	 1.00	 6.70	 141.89**	 0.86	 -0.39**	 0.93**	 -0.54

	

76.1	 0.03	 1.23	 7.30	 107.99**	 0.42	 -0.44**	 0.78**	 -0.34

	

76.2	 0.02	 1.00	 5.29	 154.39**	 0.21	 -0.43**	 0.78**	 -0.36

	

76.3	 2.32	 0.02	 3.80	 136.06**	 16.53**	 -0.82**	 0.93**	 -0.11

	

76.4	 2.77	 0.03	 12.59*	 110.15**	 10.10**	 -0.75**	 0.95**	 -0.20

	

77.1	 0.01	 0.72	 5.86	 138.51**	 3.19	 -0.54**	 0.79**	 -0.26

	

77.2	 0.02	 1.09	 9.65*	 151.58**	 5.57*	 -0.65**	 0.91**	 -0.26

	

77.3	 2.05	 0.02	 13.64*	 94.83**	 23.71**	 -0.98**	 1.05**	 -0.08

	

77.4	 0.00	 0.36	 1.03	 118.24**	 13.39**	 -0.87**	 1.06**	 -0.20

	

78.1	 0.01	 0.59	 3.72	 132.29**	 1.75	 -0.57**	 0.92**	 -0.35

	

78.2	 0.04	 0.97	 9.62*	 156.12**	 1.26	 -0.65**	 1.09**	 -0.44

	

78.3	 2.33	 0.02	 5.05	 128.09**	 1.05	 -0.67**	 1.15**	 -0.48

	

78.4	 0.06	 0.15	 -	 143.17**	 0.58	 -0.67**	 1.19**	 -0.52

	

79.1	 2.44	 0.03	 7.78	 123.94**	 0.19	 -0.46**	 0.99**	 -0.53

	

79.2	 2.31	 0.03	 5.76	 131.30**	 16.08**	 -0.19*	 1.20**	 -1.00

	

79.3	 0.06	 0.95	 17.61**	 122.16**	 2.35	 -0.44**	 1.19**	 -0.74

	

79.4	 2.12	 0.03	 8.55	 146.20**	 8.81**	 -0.26**	 1.06**	 -0.80

	

80.1	 0.01	 0.62	 7.33	 159.69**	 5.68*	 -0.28**	 0.97**	 -0.69

	

80.2	 0.02	 0.71	 4.04	 121.99**	 0.01	 -0.43**	 0.88**	 -0.45

	

80.3	 0.05	 0.79	 3.52	 94•35**	 2.82	 -0.62**	 0.94**	 -0.32

	

80.4	 0.02	 0.90	 4.50	 129.03**	 0.03	 -0.53**	 1.04**	 -0.50
81.1	 0.06	 1.05	 8.43	 128.37*	 4.07*	 -0.60**	 0.85**	 -0.25

	

81.2	 2.28	 0.03	 8.68	 91.40**	 0.48	 -0.64**	 1.14**	 -0.50
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Table IX: Cross restrictions and unbiasedness - export prices
	Cross-restrictions on equations	 Unbiasedness

Ho: ume0 vs. H 1 : unu,d0:0	 Ho:no ass. Ho: u1=u3	 Parameter-values
Period	 02	 t-value	 X2(4)	 X2(4)	 X2(1)	 u,	 U2	 U3 

0

81.3	 0.04	 0.94	 7.73	 98.44**	 10.78**	 -0.82**	 1.01**	 -0.19
81.4	 0.01	 0.41	 0.93	 123.23**	 1.63	 -0.69**	 1.13**	 -0.44
82.1	 0.01	 0.47	 1.66	 86.84**	 19.83**	 -0.94**	 1 •00**	 -0.06
87.4	 0.01	 0.49	 1.49	 118.26**	 2.16	 -0.72**	 1.12**	 -0.41
88.1	 0.07	 0.95	 10.02*	 59.30**	 2.17	 -0.76**	 1.18**	 -0.42
88.2	 2.55	 0.02	 5.67	 81.29**	 2.10	 -0.82**	 1.29**	 -0.47
88.3	 2.50	 0.37	 9.08	 62.72**	 1.10	 -0.50**	 1.24**	 -0.75
88.4	 1.57*	 1.97	 9.16	 81.68**	 2.75	 -0.37**	 1.11**	 -0.74
89.1	 2.96	 0.02	 11.91*	 91.61**	 0.01	 -0.49**	 1.00**	 -0.51
89.2	 2.07	 0.02	 3.64	 96.43**	 0.18	 -0.55**	 1.02**	 -0.46
89.3	 0.02	 0.56	 2.00	 97.32**	 0.32	 -0.52**	 1.17**	 -0.65
89.4	 0.03	 0.83	 5.23	 59 •75**	 0.22	 -0.65**	 1.19**	 -0.54
90.1	 0.04	 1.10	 7.26	 74.02**	 4.56*	 -0.68**	 0.91**	 -0.23
90.2	 0.03	 0.93	 9.73	 103.98**	 0.76	 -0.44**	 1.07**	 -0.63
90.3	 0.02	 0.96	 4.32	 82.14**	 731**	 -0.92**	 1.18**	 -0.27
90.4	 0.02	 0.73	 5.54	 80.99**	 5.63*	 -0.81**	 1.09**	 -0.28

*: Rejection on a 95%-level. Critical values: t=1.96, X 5(.1)=3.84 and X2,5(4)=9.49**: Rejection on a 99%-level. Critical values: tm=2.576, X2„ 1(1).63 and V„ 1 (4)=13.281) u3 is calculated from the restrictions on the sum over the u-parameters.
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Table X: The efficiency-test - domestic-demand
Ho: u4=0 vs. 111 : i1/40±0

Tests for nominal association Tests for ordinal association

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

80.2

80.3

80.4

81.1

81.2

Period

0.06

0.07*

0.15**

0.02

0.06

0.02

0.07*

0.06*

0.08*

0.07**

0.09**

0.10*

0.03

0.05

0.06*

0.03

0.05*

0.10*

0.05

0.04

0.08*

0.04*

0.12**

0.07*

0.04

0.21**

0.03

0.03

0.07*

0.14**

t-value	 X2(4)	 'Y 	t-value	 X2(3)	 Beta
1.49	 13.94**	 0.19	 1.49	 9.80*	 0.26*
2.33	 26.63**	 0.20*	 2.10	 22.39**	 0.22*
2.82	 41.78**	 0.42**	 4.65	 16.21**	 0.58**
1.15	 6.67	 0.16	 1.70	 3.32	 0.20
1.87	 14.65**	 0.16	 1.70	 11.79**	 0.18
1.01	 4.19	 0.16*	 2.02	 0.66	 0.17

	

2.16	 20.57**	 0.29**	 3.80	 8.58*	 0.31**

	

2.20	 21.57**	 0.22**	 2.72	 10.80*	 0.30**

	

2.36	 27.36**	 0.30**	 3.81	 13.05**	 0.35**

	

2.61	 31.71**	 0.29**	 4.22	 13.04**	 0.36**

	

2.64	 34.06**	 0.32**	 4.13	 12.96**	 0.43**

	

2.33	 27.47**	 0.38**	 4.72	 4.93	 0.48**

	

1.64	 14.31**	 0.19*	 2.29	 7.92*	 0.24*

	

1.94	 19.01**	 0.20*	 2.41	 12.29**	 0.25*
232	 27.18**	 0.22**	 2.80	 19.69**	 0.25**

	

1.69	 14.51**	 0.19*	 2.26	 8.84*	 0.23*

	

2.05	 20.17**	 0.22**	 2.83	 11.73**	 0.26**

	

2.32	 25.62** • 0.38**	 4.70	 4.33	 0.47**

	

1.68	 12.19*	 0.27**	 3.46	 0.86	 0.32**

	

1.49	 11.27*	 0.21*	 2.39	 5.24	 0.25*

	

1.98	 20.82**	 0.29**	 3.19	 13.33**	 0.29**

	

2.11	 20.41**	 0.12	 1.41	 17.52**	 0.17

	

2.90	 43.74**	 0.36**	 4.44	 22.28**	 0.46**

	

2.08	 24.25**	 0.25**	 2.77	 14.80**	 0.32**

	

131	 15.55**	 0.22*	 1.99	 6.46	 0.34**

	

3.26	 57.52**	 0.50**	 5.99	 21.21**	 0.71**

	

1.63	 11.86*	 0.14	 1.42	 9.18*	 0.18

	

1.51	 12.05*	 0.18	 1.93	 7.62	 0.22*

	

1.99	 18.45**	 0.34**	 4.17	 0.86	 0.42**

	

2.74	 42.69**	 0.43**	 5.29	 12.24**	 0.57**

t-value

2.02

2.05

4.85

1.82

1.68

1.87

3.41

3.24

3.72

4.23

4.48

4.61

2.51

2.57

2.71

2.37

2.88

4.49

3.32

2.44

2.71

1.69

431

3.04

2.98

5.70

1.63

2.09

4.09

530
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Table X: The efficiency-test - domestic-demand
Ho: u4=0 vs. H1 : 11.4*0

Tests for nominal association Tests for ordinal association

Period 4)2 t-value X2(4) Y t-value X2(3) Beta t-value

81.3 0.04* 2.04 19.86** 0.16 1.95 15.33** 0.21* 2.12

81.4 0.11* 2.43 28.41** 0.38* 4.65 6.80 0 •49** 4.51

82.1 0.04 1.45 9.69* 0.21* 2.34 4.06 0.25* 2.35

87.4 0.10* 2.43 28.92** 0.34** 3.81 12.93** 0.45** 3.89

88.1 0.02 1.27 7.15 0.09 0.90 5.97 0.12 1.08

88.2 0.08 1.86 19.52** 0.28** 2.77 11.96** 0.31** 2.72

88.3 0.05 1.90 18.92** 0.09 0.96 17.84** 0.11 1.03

88.4 0.01 1.02 5.88 0.11 1.04 3.31 0.18 1.60

89.1 0.07 1.65 12.40* 0.34** 3.53 1.07 0.39** 3.30

89.2 0.09* 2.22 24.01** 0.27** 2.95 15.40** 0.30** 2.89

89.3 0.06 1.79 15.78** 0.23* 2.37 10.18* 0.27* 2.34

89.4 0.05 1.84 16.64** 0.20 1.95 12.04** 0.25* 2.13

90.1 0.04 1.47 10.16* 0.25** 2.63 2.79 0.30** 2.68

90.2 0.06 1.75 15.13** 0.26* 2.52 8.65* 0.31* 2.51

90.3 0.03 1.41 9 •49* 0.16 1.63 6.27 0.21 1.78

90.4 0.09* ,	 2.00 20.19** 0.33** 3.38 8.24* 0.42** 3.38

*: Rejection on a 95%-level. Critical values: to25=1.96, X245(3)=7.81 and X2.05(4)=9.49
**: Rejection on a 99%-level. Critical values: tm=2.576, X2,,(3)=1134 and X2,1(4)=13.28
	 ,
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Table XI: Cross restrictions and unbiasedness - domestic demand
Cross-restrictions on equations Unbiasedness

HO : Utia.dr:° VS. H1 : Una,c00 Ho:no ass.	 m1=u3 Parameter-values
Period

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

80.2

80.3

80.4

81.1

81.2

t-value	 X2(4)	 X2(4)	 X2(1)	 u1
0.91	 5.17	 117.82**	 10.16**	 -0.04
1.09	 5.00	 125.10**	 5.12*	 -0.48**
233	 23.05**	 119.34**	 9.12**	 -0.56**
0.78	 2.71	 119.79**	 5.06*	 -0.53**
2.26	 21.69**	 127.40**	 1.14	 -0.40**

	

1.12	 5.57	 152.24**	 3.53	 -0.36**

	

1.48	 9.22	 164.33**	 2.72	 -0.41**

	

1.49	 9.34	 141.05**	 0.02	 -0.32**

	

1.53	 10.02*	 137.17**	 15.29**	 -0.02

	

1.77	 14.92**	 190.66**	 0.30	 -0.24**

	

2.14	 19.16**	 181.48**	 0.00	 -0.32**

	

1.68	 12.54**	 159.86**	 0.00	 -0.36**

	

1.42	 8.82	 159.97**	 11.65**	 -0.10

	

1.43	 9.02	 129.34**	 0.17	 -0.34**

	

1.08	 4.81	 187.46**	 0.59	 -0.38**

	

0.77	 2.53	 123.52**	 0.27	 -0.31**

	

1.35	 7.99	 184.57**	 5.92*	 -0.17*

	

1.57	 10.62*	 122.86**	 4.71*	 -0.50**

	

1.40	 8.17	 163.19**	 0.02	 -0.37**

	

1.30	 6.92	 139.45**	 7.72**	 -0.59**

	

1.05	 5.15	 130.85**	 9.52**	 -0.15*

	

0.85	 3.38	 163.78**	 3.89*	 -0.24**

	

1.76	 13.38**	 172.09**	 3.33	 -0.20**

	

1.46	 932	 206.33**	 27.82**	 0.02

	

0.93	 3.96	 133.32**	 32.55**	 0.04

	

2.05	 18.35**	 119.38**	 2.54	 -0.51**

	

1.48	 9.22	 143.64**	 1.76	 -0.50**

	

0.99	 4.08	 129.36**	 0.83	 -0.42**

	

2.02	 19.17**	 154.85**	 9.82**	 -0.54**

	

2.03	 20.13**	 142.81**	 9.56**	 -0.51**

4)2

0.01

0.01

0.04*

0.00

0.02*

0.01

0.01

0.01

0.01

0.02

0.03*

0.02

0.01

0.01

0.01

0.00

0.01

0.01

0.01

0.01

0.01

0.00

0.02

0.01

0.01

0.04*

0.01

0.01

0.02*

0.04*

u2 	u3')

	

0.59**	 -0.55

	

0.62**	 -0.14

	

0.66**	 -0.10

	

0.72**	 -0.19

	

0.64**	 -0.24

	

0.48**	 -0.12

	

0.60**	 -0.19

	

0.66**	 -0.34

	

0.57**	 -0.55

	

0.55**	 -0.31

	

0.64**	 -0.31

	

0.72**	 -0.36

	

0.66**	 -0.56

	

0.74**	 -0.40

	

0.66**	 -0.28

	

0.69**	 -0.38

	

0.65**	 -0.49

	

0.70**	 -0.20

	

0.75**	 -0.38

	

0.79**	 -0.20

	

0.76**	 -0.60

	

0.75**	 -0.51

	

0.64**	 -0.44

	

0.72**	 -0.73

0.78**	 -0.82

0.77**	 -0.26

0.8Q**	 -0.30

0.71**	 -0.29

0.64**	 -0.10

0.59**	 -0.08
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Table XI: Cross restrictions and unbiasedness - domestic demand

■IN

Cross-restrictions on equations

Ho: una4=0 vs. H 1 : unixd,,E0

81.3

81.4

82.1

87.4

88.1

88.2

88.3

88.4

89.1

89.2

89.3

89.4

90.1

90.2

90.3

90.4

Period

0.01

0.02

0.02

0.03

0.01

0.02

0.01

0.00

0.02

0.03

0.01

0.00

0.02

0.01

0.01

0.03

4)2

1.40

1.74

1.50

1.87

0.84

1.40

1.09

0.43

159

152

1.31

0.71

155

1.10

1.06

1.67

t-value X2(4)

8.20

12.76*

10.67*

15.01**

2.99

8.26

5.12

0.88

10.68*

10.02*

7.00

2.12

10.04*

5.01

454

11.52*

X2(4)

176.29**

131.65**

136.36**

143.41**

120.86**

89.38**

146.36**

113.98**

128.14**

126.02**

108.25**

107.15**

140.49**

89.45**

119.34**

122.57**

X2(1)

0.22

3.97*

2.05

1.86

0.48

33.96**

21.42**

17.83**

9.84**

3.18

7.86**

0.82

3.26

2.76

4.48*

0.63

u i

-0.34**

-0.50**

-0.44**

-0.44**

-0.36**

-0.88**

-0.68**

-0.59**

-0.62**

-0.37**

-0.59**

-0.29**

-0.15

-0.51**

-0.47**

u2

0.62**

0.71**

0.68**

0.67**

0.62**

0.72**

0.61**

052**

0.71**

0.47**

0.71**

0.74**

0.59**

0.73**

059**

0.64**

-0.28

-0.21

-0.23

-0.23

-0.26

0.16

0.07

0.07

-0.09

-0.10

-0.12

-0.44

-0.44

-0.23

-0.13

-0.26

Ho:no ass. Ho:u1=u3

Unbiasedness

Parameter-values

*: Rejection on a 95%-level. Critical values: t.025=1.96, ros(1)=3.84 and X2.05(4)=9.49**: Rejection on a 99%-level. Critical values: tm=2.576, X2.01(1).63 and X2.03(4)=13.281) u3 is calculated from the restriction on the sum over the u-parameters.
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Table XII: The efficiency-test - demand from export markets
Ho: usk=0 vs. H1 : usk#0

Tests for nominal association Tests for ordinal association

0.35**

0.14

0.26*

0.38**

-0.02

0.11

0.30**

0.30**

0.20**

0.12

0.20*

0.11

0.19*

0.36**

0.08

0.08

0.30**

0.23**

0.25**

0.33**

0.15

034**

0.18

0.30**

0.23*

0.16

0.11

0.26*

0.44**

'Y

-0.04

Period

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

80.2

80.3

80.4

81.1

81.2

4)2

0.01

0.17**

0.04

0.05

0.16

0.04

0.02

0.08

0.09*

0.04

0.03

0.05*

0.01

0.04

0.15**

0.03

0.02

0.08*

0.06*

0.05

0.08*

0.02

0.12**

0.07*

0.07

0.06

0.04

0.03

0.07

0.17**

t-value	 X2(4)

0.89	 3.10

2.66	 37.67**

1.55	 12.62*

1.17	 5.94

1.95	 16.79**

	

1.39	 7.64

	

1.23	 6.32

	

1.89	 22.65**

	

2.16	 25.01**

	

1.69	 12.32*

	

1.70	 12.34*

	

1.96	 19.33**

	

0.94	 3.77

	

1.73	 15.89**

	

2.76	 39.08**

134	 937*

	

1.21	 7.56

	

2.07	 23.89**

	

2.01	 19.15**

	

1.56	 10.73*

	

2.10	 20.60**

	

1.24	 7.43

	

2.68	 37.22**

	

2.28	 26.34**

	

1.72	 16.54**

	

1.95	 16.94**

	

1.29	 7.29

	

1.12	 6.34

	

1.66	 13.82**

	

2.58	 34.11**

t-value	 X2(3)

-0.31	 2.58

3.62	 24.04**

1.20	 10.60**

2.38	 1.14

3.82	 8.34*

	

-0.21	 7.55

	

1.12	 3.99

	

3.00	 17.52**

	

3.36	 16.73**

	

2.61	 4.99

	

1.40	 9.13*

	

2.22	 12.59**

	

1.35	 2.20

	

2.21	 9.79*

	

4.11	 23.09**

	

0.81	 9.04*

	

0.83	 7.12

	

3.08	 14.02**

	

2.62	 12.81**

	

2.78	 3.80

	

3.77	 6.29

	

1.68	 4.50

	

3.73	 19.70*

	

1.83	 21.90**

	

3.01	 4.17

	

2.16	 10.29**

	

1.48	 5.66

	

0.96	 5.70

	

2.52	 8.45*

	

5.00	 12.42**

Beta

-0.09

0.43**

0.18

0.28*

0.36**

-0.03

0.16

0.22*

0.28**

0.24**

0.17

0.26*

0.12

0.24*

0.44**

0.08

0.07

0.35**

0.25*

0.28**

0.40**

0.17

0.46**

0.23*

0.41**

0.32*

0.16

0.10

0.27

0.52**

t-value

-0.72

3.59

1.41

2.17

2.86

-0.30

1.52

2.25

2.84

2.68

1.78

2.57

1.25

2.45

3.90

0.73

0.66

3.09

2.49

2.60

3.70

1.70

4.07

2.09

3.45

2.54

1.28

0.80

2.30

4.49
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Table XII: The efficiency-test - demand from export markets
Ho: ud,=0 vs. H1 : usk#0

Tests for nominal association Tests for ordinal association

Period
. 	

2 t-value X2(4) y t-value X2(3) Beta t-value

81.3 0.05 1.46 11.00* 0.28** 2.77 2.56 0.34** 2.86

81.4 0.12* 2.21 24.34** 0.40** 4.34 9.42* 043** 3.77

82.1 0.02 1.07 5.06 0.13 1.38 3.55 0.13 1.23	 .

87.4 0.11* • 2.17 23.90** 0.36** 3.54 10.45** 0.47** 3.57

88.1 0.07 1.92 16.20** 0.15 1.31 14.00** 0.19 1.48

88.2 0.07 1.66 13.65** 0.29** 2.75 5.87 0 •35** 2.74

88.3 0.04 1.60 11.82* 0.14 1.34 9.72* 0.18 1.44

88.4 0.08* 1.97 18.82** 0.25* 2.29 12.28** 0.33* 232

89.1 0.07 1.78 16.24** 0.23* 1.99 11.60** 0.30* 2.13

89.2 0.06 1.70 14.25** 0.18 1.58 11.39** 0.22 • 1.68

89.3 0.06 1.85 15.72** 0.18 1.50 12.51** 0.25 1.78

89.4 0.06 1.34 9.32 0.27* 2.25 4.26 0.31* 2.22

90.1 0.06 1.69 14.10** 0.16 1.33 12.58** 0.17 1.23

90.2 0.12 1.86 16.24** 0.41** 3.95 3.43 0.46** 3.48

90.3 0.07 1.69 15.23** 0.27* 2.46 10.01** 0.28* 2.26

90.4 0.10* 2.01 19.73** 0.31** 2.85 10.65** 0.39** 2.95

*: Rejection on a 95%-level. Critical values: t.025=1.96, X2.05(3)=7.81 and X2.05(4)=9.49
**: Rejection on a 99%-level. Critical values: t.005=2.576, X2.01 (3)=11.34 and X2.01(4)=13.28, 	
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Table XIII: Cross-restrictions and unbiasedness - demand from export market I

UnbiasednessCross-restrictions on equations

Ho:no ass. Ho: ul=u3 Parameter-valuesHo: unal=0 vs. H 1 : unao:0

t-value	 X2(4)	 X2(4)	 X2(1)	 u,	 u2	 113

	0.01	 1.51	 9.62*	 108.52**	 1.53	 -0.17	 0.54**	 -0.37

	

0.04	 1.89	 15.82**	 115.16**	 3.53	 -0.50**	 0.68**	 -0.18

	

0.01	 1.12	 5.58	 122.96**	 14.86**	 -0.71**	 0.73**	 -0.03

	

0.01	 • 1.08	 5.30	 100.76**	 14.99**	 -0.69**	 0.71**	 -0.02

	

0.03*	 1.98	 16.07**	 156.95**	 29.82**	 -0.92**	 0.77**	 0.15

	

0.00	 0.46	 0.91	 189.86**	 24.63**	 -0.64**	 0.53**	 0.12

	

0.00	 0.64	 1.82	 180.06**	 12.78**	 -0.55**	 0.57**	 -0.02

	

0.01	 0.83	 3.44	 139.10**	 1.24	 -0.19*	 033**	 -0.34

	

0.01	 1.11	 5.08	 100.13**	 19.85**	 0.09	 0.46**	 -0.55

	

0.02	 1.64	 12.95*	 125.51**	 1.07	 -0.36**	 0.58**	 -0.22

	

0.01	 0.90	 3.43	 159.68**	 20.15**	 -0.56**	 049**	 0.07

	

0.00	 0.78	 2.46	 113.48**	 17.91**	 -0.60**	 0.58**	 0.02

	

0.01	 1.15	 5.48	 124.04**	 0.40	 -0.33**	 0.57**	 -0.24

	

0.01	 1.15	 6.20	 113.62**	 15.55**	 -0.60**	 0.62**	 -0.02

	

0.03	 1.59	 10.61*	 128.96**	 17.47**	 -0.69**	 0.74**	 -0.05

	

0.00	 0.45	 0.94	 135.56**	 10.30**	 -0.57**	 0.67**	 -0.10

	

0.01	 1.11	 5.11	 140.94**	 0.45	 -0.41**	 0.72**	 -0.31

	

0.01	 0.85	 3.05	 106.55**	 1.43	 -0.40**	 0.62**	 -0.22

	

0.02	 1.56	 10.95*	 112.47**	 0.00	 -0.31**	 0.63**	 -0.31

	

0.02	 1.45	 9.84*	 104.40**	 0.05	 -0.35**	 0.66**	 -0.31

	

0.01	 133	 7.41	 108.21**	 2.59	 -0.17*	 037**	 -0.41

	

0.01	 1.11	 5.62	 120.60**	 6.95**	 -0.13	 0.67**	 -0.53

	

0.02	 1.67	 11.69*	 136.62**	 6.88**	 -0.13	 0.64**	 -0.52

	

0.00	 0.59	 1.41	 138.87**	 6.60*	 -0.12	 0.62**	 -0.50

	

0.02	 1.20	 6.65	 123.40**	 3.87*	 -0.18*	 0.65**	 -0.47

	

0.00	 0.70	 2.12	 76.11**	 5.16*	 -0.54**	 0.71**	 -0.16

	

0.01	 0.83	 3.27	 120.18**	 12.20**	 -0.71**	 0.83**	 -0.11

	

0.01	 0.79	 3.69	 121.41**	 5.43*	 -0.53**	 0.70**	 -0.16

	

0.01	 0.71	 2.53	 94.95**	 20.78**	 -0.70**	 0.66**	 0.04

	

0.06*	 2.05	 20.21**	 117.66**	 9.83**	 -0.53**	 0.58**	 -0.05

Period

74.1

74.2

74.3

74.4

75.1

75.2

75.3

75.4

76.1

76.2

76.3

76.4

77.1

77.2

77.3

77.4

78.1

78.2

78.3

78.4

79.1

79.2

79.3

79.4

80.1

80.2

80.3

80.4

81.1

81.2
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	'
Table XIII: Cross-restrictions and unbiasedness - demand from export market

Cross-restrictions on equations Unbiasedness

Ho: um,k4=-0 vs. H 1 : u7t0 Ho:no ass. Ho: u 1 =u3 Parameter-values

Period 4)2 t-value X2(4) X2(4) X2(1) u1 u2 u3
1)

81.3 0.01 1.06 4.87 96.30** 17.81** -0.71** 0.73** -0.01

81.4 0.02 1.42 8.64 115.28** 4.32* -0.44** 0.56** -0.12

82.1 0.01 1.17	 • 5.68 142.12** 14.75** -0.65** 0.67** -0.02

87.4 0.03 1.53 10.29* 110.33** 0.06 -0.28** 0.60** -0.32

88.1 0.01 1.06 4.62 104.45** 0.18 -0.31** 0.56** -0.24

88.2 0.02 1.43 8.85 80.60** 1.59 -0.38** 0.54** -0.16

88.3 0.00 0.67 1.81 103.09** 0.19 -0.35** 0.63** -0.28

88.4 0.02 1.20	 • 6.41 90.84** 0.03 -0.31** 0.59** -0.28

89.1 0.00 0.51 1.06 75.01** 0.14 -0.32** 0.71** -0.39

89.2 0.03 1.65 11.34* 104.30** 0.50 -0.24* 0.61** -0.37

89.3 0.02 1.32 7.19 122.84** 0.32 -0.44** 0.77** -0.33

89.4 0.02 1.27 7.28 81.02** 0.76 -0.22* 0.59** -0.37

90.1 0.02 1.16 6.38 96.44** 0.40 -0.38** 0.65** -0.27

90.2 0.03 1.69 12.37* 91.46** 0.07 -0.33** 0.62** -0.29

90.3 0.02 1.18 6.05 90.22** 5.68* -0.49** 0.57** -0.08

90.4 0.01 1.18 5.78 86.68** 2.59 -0.49** 0.68** -0.19

*: Rejection on a 95%-level. Critical values: taz=1.96, X2.05(1)=3.84 and X(4)=9.49
**: Rejection on a 99%-level. Critical values: t.„6=2.576, X2.0,(1)=6.63 and X2.01 (4)=13.28
1) u3 is calculated on the sum over the u-parameters.
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