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ABSTRACT

In this paper, we specify a general error correction equation for seaso-
nally unadjusted data, with an arbitrary number of regressors. Special
attention is paid to the specification of trend and seasonal filters, which
have proved to be of importance when using seasonally unadjusted quarterly
data. Within this framework, the adjustment of production to demand in a
stock-building sector is analyzed. We have specified an output decision
equation with three explanatory variables, capacity, demand, and stock im-
balance. The model is estimated on Norwegian quarterly national accounts
data by means of a non-linear least squares algorithm. Experiences from
simulation exercises are also reported - illustrating the dynamic tracking
as well as the dynamic behaviour of the model.
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1. INTRODUCTION

In empirical models of the behaviour of an economy in the short

run, e.g. quarterly models, the treatment of the output decisions of the

firms plays a crucial role. It is an empirical fact that in several sec-

tors, notably in manufacturing, the time path of output from a sector over

the business cycle often departs substantially from the time path of demand

directed towards the sector. The counterpart to these deviations is varia-

tions in stock formation. In empirical work, such short run deviations are

frequently analyzed by means of stock adjustment models of the standard

textbook type, or simply generalizations of it (cf. e.g. Rowley and Trivedi

(1975, ch. 2.2) and Feldstein and Auerbach (1976)).

In this paper, we take a different'approach. Using the 'error cor-

rection' formulation as our point of departure (cf. Sargan (1964), and

Hendry, Pagan, and Sargan (1984), pp. 1048-1049), we propose an econometric

framework for analyzing the adjustment .of production to demand on the basis

of quarterly data from a stock-holding sector. The original error correc-

tion model, which is a one period adjustment model, has some deficiencies

when applied to seasonally unadjusted quarterly data, and in this paper we

use a generalized version of it.
The paper is organized as follows. First, we specify a general

quarterly error correction (QEC) equation for seasonally- unadjusted data,

with an arbitrary number of regressors (section 2). It is an extension of

the model in Bjorn and Olsen (1986), with more specific attention to the

trend and seasonal filters. Next, this general model formulation is accomm-

odated to an output decision equation with three explanatory variables,

capacity, demand, and stock imbalance (section 3). After a brief presenta-

tion of the data, which are aggregates for Norwegian manufacturing (section

4), and of the estimation procedure, which is a combined grid search, non-

linear least squares procedure (section 5), the empirical results are re-

ported. We focus on the one hand on the coefficient estimates, goodness of

fit and dynamic tracking of alternative QEC eqations (section 6), and on

the other hand on the dynamic behaviour of the model when exposed to sust-

ained or temporary shift in its'exogenous variables, i.e. capacity and de-

mand (section 7). The final section gives concluding remarks (section 8).
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2. A GENERAL QUARTERLY ERROR CORRECTION EQUATION FOR SEASONALLY UNADJUSTED

DATA

2.1. The basic model

Consider first the case where economic theory postulates a linear

static relationship to hold in the long run between the variables Y and

(1) Y
K

= 	o
i=1

The quarterly observations on these variables do not satisfy this static

relationship, but we assume that their behaviour in the short run can be

represented by •a process correcting - according to 'servo-mechanistic con-

trol principles - short run deviations from a 'steady state' path, given by

(1). This mechanism will be formalized as an error correction (EC) process.

Since the quarterly data are seasonally unadjusted, we use, rather than the

one period version of thé EC process (cf. Sargan (1964), Hendry and Richard

(1983, pp. 130-131), and Hendry, Pagan, and Sargan (1984, pp. 1048-1049)),

a generalization, denoted as a quarterly error (QEC) process and discussed,

for the case with one X variable, in Bjorn and Olsen (1986).

In the present paper, this PEC process is extended to an arbitrary

number of X variables and specified in 'terms of seasonally adjusted values

of the variables involved. The seasonal adjustment procedure is integrated

in the model structure. The error correction equation is

K
(2) [1 - OWYS = E a.[1 - p(L)]X.Sitt 	 i=1

K
+ ye(L)Wo 	E

i
Pi X4 YSt=1

where y is a constant between 0 and 1, e(L) 	 + Q2 2 	 ••• is a poly-

nomial in the lag operator L, c is a zero mean, white noise disturbance,

the subscript t is the time index,' and the superscript S denotes a season-

ally adjusted variable. The coefficients of e(L) are assumed to add to uni-

ty, i.e. 01) = e l + es 2 + --• 1. This polynomial will be denoted as the
trend filter polynomial, and we can accordingly interpret
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(3) Y
t 	 Q(L)Yt

and

(4) X i 	 = 	 (L)Xitt

as trend values of Yt and X. and

= 1,...,K 	 9

(5) A*Yt 	 Y 	 - Y 	 = 	 - Q(L) P( St

(6) A*X. 	 = X. 	 - 	 =X. 	 7 01...))X t ,
lt 	 1t 	

i = 1,...,K

as detrended values of these variables. In the simple one period (quarter)
* 	

Y
S 	 S 	 S

OEC model, we have 	 L) = L, i.e. Yt 	A*
Yt 	

AYt . Y - Y t-1 etc.
t-1 ' 	 t 	 '

Extending the error correction to four periods (one year), we get 00 = L 4 ,
•

i.e. y* = ys 	 A*y = A yS = ys 	 ys etct 	 t-4' 	 t 	 4 '' 	t	 t-4'
To show that (2) can be interpreted as an error correction equa-

tion, it is convenient: using (3) - (6), to rewrite it as

K * 	 **
(7) A Y

t
 = r a

i
A 

it
	yfYt - Yt 	 + eti=1

**
where V* 	the steady state, or target value of Y in quarter t, defined

by (1), i.e.

K**
(8) Y

t = (30 4. 	

*

Eq. (7) says the following. For given trend values - i.e. for given values
*

of Y
t 

and Y
t

*
 - a departure of X. from its trend will induce a departure of

Y from its trend by a. units. If the trends do not satisfy the steady state

path (8), there will be an error correction, so that if the trend Y exceeds
**

its long run target (Y
t 

> V*), the difference will have a negative effect

on the adjustment in Y. If the trend value of Y is below its target
**

(Yt 
< V*), the discrepancy will affect Y positively. The speed of adjust-

ment is represented by y. The trend departure of Y is the net result of two

effect's: the trend departure of the X's and the trend error correction.
The seasonal filter, WU = 	 + 4 1 1_ + 42 L 2 + 	 is assumed to be
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the same for all variables, i.e.

(9)
- Yt ?-* 4(L)Y t

(10) X. 	 = 1.1,(1. )X.
-it 	 '

where Y
t 

and X
it 

are the values of Y and X
i 
observed in period t. The fil-

ter is mean preserving, i.e. its coefficients add to unity, p(1) = p i + p
2

"' = 1. Inserting (9) and (10) in (2), we get the QEC expressed in terms

of the observed values.

K
(11) 	 .L(L)[ 1 	 Q(L)]Yt = 	 E a i ll(L)C1 - Q(L))X it

i=1 	 I

K
- y e (L) 4 (L)Pt - E PiXi t ]

i=1
YPo 	 ct

2.2. The trend and seasonal filters

In the empirical applications, the seasonal adjustment filter is

specified as the one-sided unweighted four quarter moving average operator

(12) p.(L) = 	 (1 + L + L 2 + L 3 )

i.e. all of its coefficients are å priori given. The trend polynomial is

parametrized as

(13) QL4 - 	 0e1e44 	 ,

where e and e are parameters between 0 and 1, at least one of them equal
4

to 1. The latter restriction is needed to ensure 01) = Q i + Q4 - Q 1 Q4 = 1,

and implies that the detrending operation (5) - (6) contains a full dif-

ferencing over either one or four quarters (or both). Stated equivalently:

the trend operator defines either the value of the variable lagged one

quarter plus a fraction e of the quarterly increase realized one year ago,
4

(13a) 	 L + e4 L4 (1 - L)
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or the value lagged one year plus a fraction Q i of the annual increase rea-

lized one quarter ago,

(13b) 	 = L
4 

+
1
L(1 - L

4
)

When applied to a variable which follows a linear trend, i.e. Z t . A + Bt

th6se two specifications of the trend filter give Q(L)Z t 	A + B(t- 1 +Q4 ),

and Q(L)Zt 	A + B(t-4+4Q 1 ), i.e. the filtered values will lag 1-e4 and

4(1-Q 1 ) quarters behind the original values, respectively.

Written out, the composite detrending - seasonal filter polynomial

and the composite trend - seasonal filter polynomial implied by (12) and

(13) are, respectively,

(14) ou [ l -	 = lr (1 + L + L 2 + L 3 )(1 - Q,L)(1 - Q4 0)

1 	 2	 3
= 	 [1 + (1 - Qi )(L + 	 + 	 - + Q4 )L4

e4( 1 - Q 1 ) ( 0 + L 6 + L 7 ) + Qi e.4 0]

( 15 ) 	00(L) 	 7r (1 + L + L 2 + L 3 )(Q i i. + Q4 L 4 -	
4

-[ e. ( L + L 2 + L 3 ) + ( Q i + Q .4 )L4
- z-

+ Q4 (1 - Qi )(L 5 + L 6 + L 7 ) -	
4

In the general case, both filters will define autoregressive processes of

order 8. If ei = 1, terms of order 1,2,3,5,6, and 7 will vanish from

4(L)[1- ( 1..)] and terms of order 5,6, and 7 will vanish from 4(L)00. No

term will vanish if e4 = 1 in the general case.

The wide variety of lag patterns inherent in this specification is

illustrated by the following examples. If Q4 . 1, Q i = 0, the composite

polynomials are
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( L ) [1 - 	 (L)] 	 1:4- ( 1 + L + L 2 + L 3 )(1 -

• —41 	 1 - L
4 	

+ ( L - L 5 ) + ( L 2 - 	 .4 (L 3 - L')]

1.1(L)e(L)

• average of annual increase over the last four

quarters,

, 4	 L5 + L 6 + L 7 )
• 4

annual average lagged four quarters,

• , Q4 = 0 implies

4 ( ..)[1 - e(L)] = 14- ( 1 4- L + L 2 + L 3 )(1 - L.) . 	 (1 - L 4
)

average of quarterly increase over the last four

quarters,

Ilmou
	

( L + L 2 + L 3 + L4 )

annual average lagged one quarter,

while 	 = Q4 = i leads to

( ) [1 - elL)) = 	 + 	 L 2 + L 3 )(1 - Liu - L4 )

▪ one quarter of second annual difference,

111(-)(1-) 	 = -4- [1- + L 2 + L 3 + L4 + ( L4 - L 8 )1 .

• annual average lagged one quarter plus average of

quarterly increase lagged four quarters.



2.3. Quarterly error correction versus cointegration

The relationship that exists between error correction models and

cointegration has been discussed in recent literature (cf. Granger (1981),

Granger and Weiss (1983), Hendry (1986), and Engle and Granger (1987)). It

is known that the simple one period error correction model (i.e. OL) = L)

for non-seasonal data (i.e. t(L) 1) usually has a cointegration represen-

tation (Engle and Granger (1987, p. 259)). Will this also be the case for

our more general model?

Assume that 	
.

YXXKt are integrated of order 1, i.e. their

first differences have a stationary invertible, ARMA representation (cf.
S S 	 S 	 * *Engle and Granger (1987, p. 252)). Then Yt ,X it ,...,XKt and Yt ,X, t ,...,XKt .

will also be integrated of order 1, since they are constructed by appli-

cation of the linear filter OLVL). (Cf. Harvey (1981, p. 42).) Our QEC

model, as formalized in (7)-(8), says that

K 	 *
-Y(P + E p.X.

i=1 	it

K 	 *
= 

1

E a. 	 lA X.
t
 - A Y

t 
+ e

t 
.

. ,
1

The right hand side of this expression will then be integrated of order 0

when e is a zero mean, white noise disturbance. This follows from the fact

that the detrending operator 1-00 always contains the first order diffe-

rence operator 1-L. If Q i  we have

- ou . ( 1 - L)(1 - Q.L4 )

if Q4 = 1, we have

- OL) = ( 1 - Q 1 1..)(1 - L4 ) 	 ( 1 - Q 1 L)(1 	 L)(1 + L + L 2 + L 3 ) .

Since in both cases the first order difference operator is applied to the

seasonally adjusted variables, A* X it and *SI  be integrated of order

O.

From this we can conclude that the seasonally adjusted variables,
S 	 SY X ,X

Kt
S will be cointegrated 6f order 1,0, according to the Engle-t '

Granger terminology, under the assumptions made.



3. THE OUTPUT DECISION FUNCTION

3.1. Theoretical background

We now accommodate the general QEC framework to the specification

of a short run output decision function for a stock-holding manufacturing

sector. The variables assumed to motivate the sector's choice of production

scale, Y, are its production capacity, 'T, its expected demand, b, and the

difference between its desired and actual stock of finished goods, S - S.

These three variables correspond to X i in the general model in section 2.

The producers in manufacturing industries are often keeping consi-

derable stocks of finished products - the manufacturing sector is sometimes

referred to as the stock-holding sector. These stocks may act as a buffer

between production and demand. Producers may in some periods meet demand

by reducing stocks. In other periods, they may produce more than necessary

to, meet actual demand by increasing stocks (cf. e.g. Biørn (1985, section

2)).

How can a long run steady state path be represented with this

interpretation of the variables ? A balanced expansion (or contraction)

can be characterized by equality of production, capacity, and demand, i.e.

Y D, and equality of the actual and the desired stock, i.e. S S.

Since it involves three equations, this expansion path can only be fully

represented within a multi equation model, including the identity

Y = D + AS and equations for supply and demand of the commodity in ques-

tion. We shall not construct such a model, but 'condense' the long run exp-

ansion path into one equation containing capacity, demand, and stock im-

balance as joint determinants of the production target. The equation for

the production target is

** K --* *
(16) Yt E

1 i
p . x it a Y

t-1 
+ (1 - a) D

t 
+ b (S

t 
- S

t-1 ) 'i= 

where the asterisks indicate trend values, as in eq. (4), and a and b are

constants between 0 and 1. It may be given the following rationalization.

At the beginning of quarter t, there is an imbalance between the (trend

values of the) production capacity and the desired stock, on the one hand,

and the (trend values of the) demand and the actual stock, on the other,

reflecting decision errors, costs of adjustment, erroneous expectations,



etc. in previous quarters. Eq. (16) represents the firms' strategy to eli-

minate these discrepancies and can be formally derived by minimizing with
*

respect to Yt
*
 a cost function specified either as

** 	 2 	 ** 	 * 	 2
A[Yt - Yt-1 ] + B[Y

t - Dt - C(St - S t-1 )]

or as

** 	 * 	 2 	 ** 	 2
	A[Yt 

- ''t-1 - C(St - St-1)] + B[Yt - D t ] 	 .

Here A, B, and C are positive constants, C being the share of a stock imba-

lance which the firm desires to eliminate in one quarter. This cost minimi-

zation gives eq. (16) with a = A/(A+B), b.(1-a)C in the first case and

A/(A+B), b=aC in the second. 	 Interesting special cases are a = b =

(i.e. target value of production equal to trend value of demand, regardless

of capacity and stock imbalance), and a 	 1, b = 0 (i.e. target value of

production equal to trend value of production capacity, regardless of

demand and stock imbalance). This interpretation of (16) implies that it

does not represent a strict long-run relationship, but rather a medium-term

target relation, the corresponding long run model being characterized by

equality between production, capacity, and demand, and no stock imbalance.

3.2. The ()EC version of the output decision function

The departures of the (seasonally adjusted) values of capacity, de-

mand, and stock imbalance from their trends are assumed to induce a depar-

ture of Y from its trend equal to

K 	 *
(17) 	 E a.A X. = a A Y

t-1 
+ (1 - a) A D

t + 13 A (S - S 	 )t 	 t-1i=1

where

A Y 	 = VS
t-1 	 t-1 	 Yt-1 = [1 - 	 (L)) V 1 = 11( 1. ) [ 1 - Q(L)]7t _ 1

_s
A Dt 	 = D

t 	 - Dt 	 = [1 - OLM1 	 = il(L)[ - Q(L))157t

* 	 —8 	 S 	 *
A (St- Sti )

 = (St - S t_ i ) - (S t- •5 t-1 ) 	 .t(C.)[1 - 01..)1CS-t -



Inserting (16) and (17) in (7), we get the QEC output decision function

(18) 	 A
*
Yt 	 a A Yt-1 + (1 - a ) t* 5t

	
A (St - S t-1

 *

*

Y 	a Yt-1 - 	 - a) Dt - b (St - St-1)] + tEYt 

Inserting the trend and seasonal adjustment filters, (18) can be written in

terms of the observed, seasonally unadjusted variables [cf. (11) ] as

10

(19) 4(0[1 - Q(L)] Yt

K
= E 4(L)[ 1 - 00]

i=1
t -1 + 	 - a) ut 	 13 CS-t - S t-1 ))

- y e(L)4(L)[Yt - a 	 - (1 - a) 	 - b Cgit - S t_ 1 )] + c t

or, when collecting terms as

(20) 	 OLH1 - ( 1 - y)Q(L)]Y t = t(L) [a - Q(L)(a - yalrft_ i

+ OL)[(1 - a) - 01..)(1 - 	 y(1-a)))7t

+ (L)N3 - 00(3 - yb)](Tt 	S t_ i + 	 .
et

This version of the QEC output decision function will be analyzed empiri-

cally in the following sections of the paper.

4. DATA

Quarterly data on production (Y), production capacity (?), demand

(D), and stocks of inventories (S) at constant prices in total manufactur-

ing are used: The data are, with some exceptions to be explained below,

taken from the (seasonally unadjusted) Norwegian quarterly national acc-

ounts and are an extension of the data base for the quarterly model KVARTS

(see Biørn, Jensen and Reymert (1987)). The quantity series in the Norwe-

gian national accounts change base year regularly, and the quarterly data

used in the present investigation are all rebased to 1985 prices at a

fairly disaggregate level of sector and commodity classification and are
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then aggregated to manufacturing totals.

The data on capacity, "?, are constructed by using a modified

version of the Wharton-method which is based on linear trends passing

through the peaks of the seasonally adjusted production series.

Data on actual stocks of finished goods in this sector, S, is con-

structed from the quarterly quantity index of stocks, which is based on

information on stocks in the major industry groups, exclusive of commodi-

ties in progress. This index is rebased to be consistent with the changes

in stocks recorded in the national accounts. The data on stocks are avail-

able from 1972.1 only, which restricts the estimation period.

Since the Norwegian quarterly national accounts are based on the

SNA commodity-sector approach, they include no information about the demand

which is directed to each specific sector. The demand indicator, D, is

constructed indirectly, by subtracting the increase in stocks from the pro-

duction in the sector. Then, since each sector usually produces a multitude

of commodities, we ignore on the one hand supplementary production taking

place in the sector we are considering, and on the other hand supplementary

production of its primary commodity in other sectors. The consequence of

this simplification may not be too serious because the aggregate manufactu-

ring sector covers most of the stockbuilding activities in the economy. In

the presentation of the theoretical model in section 3, we assume that ex-

pected demand (b) is the relevant variable influencing the production deci-

sions. It is, however, unobservable, and instead of trying to model the ex-

.pectation process in the empirical version of the model, we have used

actual demand (cf. Biørn (1985, p. 31)). An interpretation of this formu-

lation may be that the producers have rational expectations.

In the Norwegian national accounts (annual as well as quarterly),

sources and uses are balanced for each commodity, while our focus is on the

stockbuilding of the manufacturing sector, which, as mentioned above,

produce several commodities. As shown in Morn ((1985), section 2.5 and

4.1) this causes some complications because of the discrepancy between the

change in stocks as recorded in the quantity index and as recorded in the

national accounts. To have the balance equation Y D + AS fulfilled we

must allocate this discrepancy either to the demand or to the stock compo-

nent. If we allocated it to demand, this discrepancy would influence the

production activity. If not, it would simply be an adjustment in the stock-

building component. As we find the production data in the national accounts

most reliable and there is no information on how to distribute this distur-

bance term, we have allocated it entirely to the stockbuilding component.
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Desired stocks (Š) is an unobservable variable as well. A reason

why the firms want to hold stocks is to satisfy the expected demand in this

and possibly also in future quarters. We have, as a simple approximation,

assumed proportionality between expected demand and desired stocks. Jo eli-

minate expected bemand we, unsuccessfully, tried different specifications

of the anticipation process, and in the empirical version there is no dis-

tinction between expected and actual demand. Desired stocks is thus esti-

mated by

(21) Š = kD t

where k is a factor of proportionality. Proportionality between desired

stocks and actual demand may be justified if the producers perfectly fore-

cast the future demand when they make their decisions about production and

stockbuilding today (rational expectations).

5. ESTIMATION PROCEDURE

The output decision function (20), with the trend and seasonal

filters (12) and (13) as well as (21) inserted, is"linear in (the current

and lagged values of) Y, D, V, and S and non-linear in the eight parameters

a, b, k, e 2 e 2 a, y, and p. For given values of k, y, Q , and Q it is,
i 4 1 4

however, linear (with no constant term) in a, b, a, and p. The equation is

estimated by the non-linear least squares routine NLS in the TROLL system

(see TROLL (1981)), by means of which we can perform an unconstrained mini-

mization of the sum of squared residuals

2E e = Q(a,b,a,p,y,k e e )
t=1t 2 1 2 4 '

where T is the number of observations. If the disturbances are normally

distributed, the estimates will be maximum likelihood estimates. The latter

property holds strictly . if the initial values of Yt (i.e. those necessary

to construct the initial lags) are regarded as fixed, or conditionally on

these initial values. Otherwise, this iterative procedure will give

approximate maximum likelihood estimates. (Confer Harvey (1981, pp. 121-

122).)

NLS solves this minimization problem iteratively by means of a
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quasi-Newton algorithm (NL2SOL). There is no guarantee that this iterative

process will converge to the global minimum of Q. In some cases, this was

checked by repeating the computation, starting from a different set of

initial values of the coefficients, but there was no indication that these

values influenced the final result.

A simultaneous minimization of Q with respect to all the eight

coefficients in the model proved, however, to be difficult. A combined

grid-search-NLS procedure was therefore used. We set either Q or @ equal
1 4

to i (cf. section 2.2) and specified a two-dimensional grid over the "free"

e-parameter and k. Then we obtained estimates of the remaining five coeffi-,'

cients conditionally by unconstrained NLS. The final solution is the coef-

ficient set which minimizes Q. For Q i and Go4 the search is done over the

interval (0.0, 1.0), with a step length of 0.1. We had some a priori

assumptions about the feasible interval for k and did the search for this

parameter over the interval (0.2, 0.7); with a step length of 0.1.

6. EMPIRICAL APPLICATIONS

6.1. Coefficient estimates

Non-linear least squares estimates of (20), implemented by means of

the above mentioned grid-search procedure are presented in Table 1. A com-

parison of the different specifications reveals interesting differences.

Consider first the case where both Q i and Q4 are set equal to 1, which

411 implies a joint differencing over one and over four quarters (case A). This

case gives evidence of a very high degree of adjustment of production to

departures of capacity and stock imbalances from their trends, the short

run adjustment coefficient of capacity, a, being 0.68, the complementary

short run coefficient of demand, (1-a), is thus 0.32, and the short run ad-

justment coefficient of stocks exceeds unity (p=1.07). This overadjustment

may be a consequence of the fact that we impo se a four quarter difference

on data which have already been seasonally adjusted by the möving average

filter (12). If no stable seasonal components are left in the seasonally

adjusted data, this may imply an overdifferencing which is "compensated" by

the trend departure correction.

Next consider the alternative with e equal 0 and Q4 equal 1 (case

B). The estimated error correction parameter, y=0.94, indicates that output
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is adjusted towards its equilibrium value nearly instantaneously. This may

be a consequence of the existence of a non-linear trend in the data which

is not adequately eliminated by taking the four quarter differences. This

may be indicating that in the present alternative the variables are not co-

integrated of order 1, as assumed in ch. 2.3. The presence of this kind of

specification error is supported by the very low value of the Durbin-Watson

statistic and the Box-Ljung statistics indicating significant first,

fourth, and eighth order autocorrelation. In fact, this is not surprising.

The data are already seasonally adjusted and the four quarter differencing

implies a redundant elimination of seasonalities, which may have serious

consequences for the dynamic properties of the disturbanu term.

Table 1. Production in manufacturing industries. Quarterly Error Correction
model. M11;ion 1985 kroner. Nonlinear Least Squares/Grid Search
estimates "` i . Estimation period: 1975.1-1985.4.

A 	B	 c 	 D 	 E 	 F 	 G

e i

Q4

k
a

b

R2

DW

SER
B-L(1) 3)

B-L(4) 3)

B-L(8) 3)

1 	 1 	 1 	 1

1 	 1 	 0 	0	 0 	 0 	 0

	

0.4 	 0.4 	 0.3 	 0.5 	 0.4 	 0.4 	 0.4

	

-0.32 	 0.20 	 0.04 	 0.01 	 0.24 	 1 	 0
(-0.94) 	 (1.91) 	 (0.07) 	 (0.04) 	 (0.90)

	

0.68 	 0.44 	 0.49 	 0.46 	 0.49 	 0.50 	 0.46

	

(4.62) 	 (3.19) 	 (3.41) 	 (3.08) 	 (3.46) 	 (2.90) 	 (3.21)

	

0.26 	 0.25 	 0.08 	 0.37 	 0.28 	 0 	 0

	

(1.71) 	 (3.38) 	 (0.34) 	 (1.26) 	 (1.49)

	

1.07 	 0.33 	 0.40 	 0.29 	 0.31 	 0.34 	 0.31

	

(17.23) 	 (2.86) 	 (2.15) 	 (1.73) 	 (1.72) 	 (1.87) 	 (1.85)

	

0.34 	 0.94 	 0.15 	 0.15 	 0.18 	 0.00 	 0.09

	

(3.45) 	 (5.36) 	 (1.44) 	 (1.97) 	 (2.18) 	 (0.05) 	 (1.46)

	

0.9998 	 0.9998 	 0.9999 	 0.9999 	 0.9999 	 0.9999 	 0.9999

	

1.88 	 0.38 	 1.56 	 1.58 	 1.54 	 1.63 	 1.53

	

597.4 	 675.7 	 375.6 	 374.1 	 374.8 	 387.6 	 378.1

	

0.09 	 27.86 	 1.70 	 1.30 	 1.87 	 1.40 	 1.93

	

8.16 	 43.70 	 4.84 	 3.60 	 5.18 	 4.67 	 4.50

	

12.15 	 74.92 	 12.83 	 9.40 	 12.06 	 9.58 	 10.75

1) A - E: Estimation conditional on Q ,Q , k.
F - G: Estimation conditional on Q:, Q:, k, a, b.

2) t-values in brackets.

3) B-L(i) is the Box-Ljung statistic for i'th order residual autocorre-
lation.
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The estimation experiments indicate that the best results - both in

terms of fit and plausibility of estimates - are obtained by setting e l

equal 1 and Q4 equal 0, i.e. by performing a full quarterly but no annual

differencing. The alternatives C, D and E are not very different with

respect to statistical properties, but on a judgemental basis we prefer

alternative E, where k = 0.4, by a slight margin. This implies that the

desired stock is 40 per cent of the quarterly demand. In this alternative,

producers seem likely to pay about the same attention to demand as to ca-

pacity when adjusting output. The estimate is a=0.49, i.e. 1-a=0.51. Thus

in the short run, i.e. in one quarter, production adjusts to approximately

half of the trend departure both in capacity and in demand. The short run

adjustment coefficient for stocks, p=0.31, indicates that approximate lly one

third of the trend departure is eliminated. Reasonably, in the short run,

the producers must pay much attention to existing capacity because some

time is needed either to reduce or expand the capacity. In other words, ca-

pacity constrains production in the short run. In the long run, however,

producers give the two components different priority: a, indicating the

effect of capacity on production is estimated to 0.24, i.e. (1-a) is 0.76,

and b, the effect of the stock-imbalance, is 0.28 which indicates that the

priority given to establish an output level keeping the stock at a level

which is necessary to meet the expected demand, is somewhat lower in the

long than in the short run. In all the above mentioned alternatives, the

estimates satisfy a>a, whereas pib. The interpretation of the first in-

equality is that the effect of the capacity is more important in the short

than in the long run, while more attention is paid to demand in the long

than in the short run. This conclusion seems to be robust to the dynamic

specification of the equation. In the short run, production may be restric-

ted by capacity constraints. On the other hand, some time may pass before

increased demand has fully influenced production, but in the long run,

there is a tendency that the producers give priority to fill demand. It is

then possible - via adjustments in other variables, e.g. investment - to

adjust the capacity to the level which is necessary to satisfy this demand.

One might, somewhat roughly, interpret these findings as indicating

that in the short run, production is restricted from the §upply side and in

the long run it is restricted from the demand side of the economy. The

estimated error correction parameter is y=0.18, i.e. only 18 per cent of

the discrepancy between the actual production and its corresponding long

run equilibrium will be eliminated in one quarter.
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As mentioned above, desired stocks is an unobservable variable

which is assumed to be proportional to actual demand. Because we had pro-

blems concerning estimating all the parameters simultaneously, we have used

a grid-search to estimate k, the factor of proportionality. In alternative

E, k was equal 0.4. To indicate•the sensitivity of the results with

respect to this choice, Table 1 also include corresponding results with k

set equal 0.3 and 0.5 (alternatives C and D). The goodness of fit test sta-

tistics are virtually unaffected, but there are considerable changes in

some of the estimates. Especially the long run coefficients a and b are

changed. The short run effect, howeVer, is virtually unchanged. When k is

increased, and thus the level of desired stocks is increased relative to

demand, the estimated short run effect of stock imbalances is increased,

but the long run capacity effect is not much changed and is in no case

significantly positive. Neither is the error correction parameter much aff-

ected.

In the last two alternatives (F and G), the long run parameters are

restricted. From (16) it follows that if both a and b are set equal to 0,

the target value of production towards which producers attempt to adjust,

is equal to the trend value of expected demand, i.e. stock imbalances and

the degree of capacity utilization plays no role to the long run decisions.

The most important change when this restriction is imposed is that the

error correction parameter, y, is reducéb from 0.18 to 0.09. Thus, when

long run capacity effects are eliminated, the estimated adjustment to trend

imbalances becomes slower than in the unrestricted case.

Finally, we have also tried to restrict a to be 1 and b to be 0

(case F). This implies that the target value of the output coincides with

the trend value of the production capacity. The main change in the esti-

mates is that the error correction effect disappears (y=0). Altogether,

there are indications that when the specification of the long run response

is made more rigid, the estimated degree of error correction becomes

slower.

Because of the numerical problems encountered when estimating all

the parameters simultaneously - due, inter aha, to collinearity in the

data - we have used the grid search procedure with preassigned values of

k, Q$ . and e. in the above estimation exercises (cf. section 5). To check
1 4

the effect of this simplification, the model is reestimated, with Q.
4

treated as a free parameter in alternative E. Its non-linear least squares

estimate is -0.25, which is not significantly different from O. The remain-
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ing coefficients were not substantially altered and the main conclusions

concerning the short and long run adjustments are retained. From this we

can conclude that Q = 0 is no 'effective' restriction, given the available
4

data. Correspondingly, we have reestimated the model in alternative B (and

A) treating Q 1 as a free parameter. Its non-linear least squares estimate

exceeds 1, conditionally on k and Q4 = 1. Lastly, we have reestimated the

model (in both alternative B and E) with k treated as a free parameter

which gave a least-squares estimate of about 0.3-0.4.

It may be argued that the right hand variables of our regression

model, i.e. capacity, demand and stocks of inventories, are not predeter-

mined in relation to the output level but jointly determined with it within

a larger unspecified simultaneous model. The use of NLS could thus cause

the estimated coefficients to suffer from simultaneity bias. To check for

this we have reestimated some of the model variants above by means of the

Instrumental Variables technique. In the TROLL system, this estimation pro-

cedure is only available for linear models. Our model is linear in the

parameters, conditional on the values of Q i , Q4 , y, and k. We set y=0.18,

which is the NLS estimate in alternative E. With this simplification, the

estimates obtained by using instrumental variables were not very different

from the NLS-estimates. Detailed results are reported in Table 2.
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Table 2. Production in manufacturing, industries. Quarterly Error Correction
model. Million 1985 kroner I)

. Comparison of estimates based on in-
strumental variables (IV) and non-linear least squares estimates
(NLS). Estimation period: 1975.1-1985.4.

IV 2)31 	 IV 2)4) 	 NLS 2

Q 1
	 1 	 1 	 1

Q4
	 0 	 0 	 0

k
	

0.4 	 0.4 	 0.4

a 	 0.22 	 0.26 	 0.24
(0 ; 86) 	 (0.75) 	 (0.90)

cx
	

0.46 	 0.42 	 0.49
(2.70) 	 (2.36) 	 (3.46)

b
	

0.28 	 0.26 	 0.28
(1.53) 	 (1.40) 	 (1.49)

0.36 	 0.35 	 0.31
(2.05) 	 (1.98) 	 (1.72)

0.18 	 0.18 	 0.18
(2.18)

R2 . 	 0.4245 	 0.4117 	 0.9999

DW
	

1.43 	 1.38 	 1.54

SER
	

378.5 	 385.5 	 374.8

1) t-values in brackets.
2) , e , k, and y are fixed parameters in the IV estimation. Q , Q , and

k 1 are4 fixed in the NLS estimation. (Cf. alternative E in Tablb 1)1
3) 14 instruments. Lagged values of the variables in the model and of

macro variables which are assumed to be influencing-the activity, sea-
sonal dummies and strictly exogenous variables.

4) The 11 first principal components of the variables in footnote 3,
although with more lags, are used instruments.

6.2. Tests of dynamic specification

To test the stability and the dynamic tracking of the model we have

performed some statistical tests. Specifically, we have tested for the pre-

sence of autoregressive residuals. In addition to the traditional Durbin-

Watson statistic, the Box-Ljung statistic (cf. Ljung and Box (1978)) and

the goodness of fit F-test (cf. Kiviet (1986)) for higher order autocorre-

lation is used. The latter is preferable if, as is the case for some of the

models, lagged endogenous variables occur as regressors. Then the standard

Durbin-Watson and the Box-Ljung tests are biased. Since seasonally unad-

justed quarterly data are used, fourth order autocorrelation, may be of im-
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portance. The different tests give quite similar qualitative conclusions.

There is, in this respect, a remarkable difference between the case where

Q 1 . 0, Q4 = 1 and the case where Q i 1, Q4 = O. In the latter case, there

is no indication of significant fourth order autocorrelation, which in-

dicates that the stable seasonalities are removed (compare alternatives B

and C in Table 1). According to the Box-Ljung statistic, there are neither

any first order residual autocorrelation. When no first order differencing

is performed, i.e. when e, = 0, there are, however, strong indications of

first order autocorrelation from all the tests we have used. Thus there is

obviously a non-linear trend in the data which is not removed by the speci-

fied model. When Q4 is set to 1, there is significant fourth order auto-

correlation, indicating overdifferencing. As discussed above this may be

indicating that the variables are cointegrated of order higher than 1. The

results from the Kiviet test are not presented, but corresponded to the

tests referred above.

7. SIMULATION RESULTS

To test the dynamic behaviour of the different specifications of

the OEC kluation (20) we have performed some simulation experiments. Both

the within sample tracking performance and the dynamic behaviour of the

model when a permanent shift in one of the exogenous variables occurs, are

investigated. The stability of the model is investigated by giving each of

its exogenous variables a temporary shock.

These simulations are based on a two equation model, including the

output decision function and the identity connecting production, demand and

stockbuilding, i.e. Y = D + AS. In this identity, the discrepancy between

stockbuilding as measured in the national accounts and stockbuilding as

measured by the quantity index for stocks (cf. chapter 4), is also taken

into account. As it is not evident how to model this discrepancy, we have,

for simplicity used the series calculated from the historical data. For

genuine forecasting purposes this procedure would not be feasible, but we

may, for instance, use a simple time series model (AR or ARMA) to predict

the value of the discrepancy. We have used the two equations for joint

simulation of production and stockbuildi .ng, while taking demand as exo-

genous. More realistic simulation experiments could, of course, have been

performed if we had endogenized the demand by specifying a demand function.
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The ex post simulations are carried out for the estimation period

1975.1-1985.4 with the exogenous variables set equal to the values observed

and the simulated values substituted for the lagged endogenous variables.

In the starting period, the observed values of the lagged variables are

used. Treating the endogenous variables in this way, simulation errors in

one period are allowed to influence the forecasting performance in future

periods because of the autoregressive structure of the model. The choice of

the starting period may affect the forecasting performance since the effect

of the initial disturbance will affect all the subsequent values of the

endogenous variables. The within sample tracking performance of the diffe-

rent alternative specifications in Table 1 as measured by the Relative Root

Mean Square Error (RRMSE) do not seem to be very different. For the season-

ally adjusted production, RRMSE is about 1.4-1.5 per cent in the main

alternative . (E). For the seasonally unadjusted production variable, the

RRMSE is 6.1 per cent, i.e. about four times as large as when measured in

terms of the seasonally adjusted data. This illustrated that the smoothing

of the data implied by the seasonal adjustment procedure tends to improve

the tracking properties of the model to a considerable degree. The specifi-

cation involving a full four quarter differencing (alternative B) has a

different dynamic behaviour. In some periods it fits the historical season-

ally adjusted series quite well, in others the simblated and historical

data deviate considerably, probably as a consequence of over-differencing.

The simulation results are presented in Tables 3 and 4. Some of the

results are also presented graphically . in Figures 1-6.

The seasonally adjusted, exogenous variables are, one by one, given

shifts to investigate the process of adjustment towards the new equili-

brium. The effect of a permanent shift in demand by 10 billion N.kr. in

1978.1 is presented in Table 3, columns 1-4. As proportionality between

demand and desired stockbuilding is assumed, the increased demand induces

an increase in the desired stockbuilding which reinforces the expansion

towards thé new equilibrium. The long run effects are quite similar in the

different models. The new equilibrium level of the production seems to have

been reached by 1981.1, i.e. in about 3 years, and most of the effect is

exhausted within 6-7 quarters. There is a tendency that the models with b
set equal to 0 (alternatives G and F in Table 1), i.e. those in which the

producers in the long run are assumed to take no account of stock imbalan-

ces when they decide how much to produce, attain the new production level

with a smoother adjustment path than when the stock imbalances, which is
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Table 3. Effect on production of an increase in demand by approximately
10 000 million 1985 kroner.

Sustained shift from 1978.1 	 Temporary shift in 1978.1

i 	ii	 iii 	 iv 	i 	ii	 iii 	 iv

	1978.1	 1 671 	 1 591 	 1 575 	 1 738 	 1 671 	 1 591 	 1 575 	 1 738

	2	 3 673 	 3 488 	 3 550 	 3 726 	 2 016 	 1 910 	 1 989 	 2 003

	3	 5 875 	 5 587 	 5 773 	 5 884 	 2 216 	 2 114 	 2 239 	 2 173

	4	 8 195 	 7 820 	 8 148	 8 154 	 2 337 	 2 249 	 2 392 	 2 286

	1979.1	 8 916 	 8 550 	 9 039 	 9 238 	 726 	 735 	 897	 1 092

	2	 9 349 	 9 032 	 9 581 	 9 910 	 436 	 486 	 547 	 677

	3	 9 609 	 9 352 	 9 904 10 324 	 262 	 321 	 325 	 417

	4	 9 765 	 9 563 10 088 10 577 	 157 	 213 	 185 	 255

	

1980.1 	 9 859 	 9 702 10 185 10 280 	 94 	 141 	 99 	 -298

	

2 	 9 916 	 9 795 10 231 10 157 	 57 	 93 	 45 	 -124

	

3 	 9 949 	 9 856 10 344 10 121 	 34 	 61 	 13 	 -37

	

4 	 9 969 	 9 896 10 240 10 125 	 20 	 41 	 -5 	 4

	

1981.1 	 9 981 	 9 923 10 225 10 119 	 12 	 27 	 - 15 	 - 6

	

2 	 9 989 	 9 940 10 205 10 098 	 7 	 18 	 -20 	 -21

	

3 	 9 993 	 9 952 10 184 10 078 	 4 	 12 	 -21 	 20

	

4 	 9 996 	 9 960 10 163 10 064 	 3 	 8 	 -21 	 -15

	

1982.1 	 9 997 	 9 965 10 143 10 054 	 2 	 5 	 -20 	 -10

	

2 	 9 998 	 9 968 10 125 10 046 	 1 	 3 	 -18 	 ...8

	3	 9 999 	 9 974 10 109 10 038 	 1 	 2 	 -17 	 -7

	

4 	 9 999 	 9 972 10 094 10 032 	 0 	 1 	 -15 	 -6

e 1 =1, e4 =0, a=0, 1)=0 (Alternative G).

ii : e l =1, e4 =0, a=1, b=0 (Alternative F).

iii: e l =1, p4 =0, a,b free (Alternative E).

iv : e i =0, e4 =1, a,b free (Alternative B).
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Table 4. Effect on production of an increase in capacity by approximately
10 000 million 1985 kroner.

Sustained shift from 1978.1 	 Temporary shift in 1978.1

•1 	 ii 	 iii 	 iv 	i 	ii	 iii 	 iv

	1978.1	 0 	 0 	 0 	 0 	 0 	 0 	 0 	 0

	

2 	 1 140 	 1 247 	 1 237 	 1 091 	 1 140 	 1 247 	 1 237 	 1 091

	

3 	 1 825 	 2 073 	 1 971 	 1 824 	 690 	 832 	 739 	 737

	

4 	 2 236 	 2 621 	 2 387 	 2 314 	 414 	 553 	 420 	 495

	

1979.1 	 2 483 	 2 986 	 2 607 	 2 644 	 249 	 368 	 221 	 332

	

2 	 1 491 	 1 983 	 1 469 	 1 225 • 	 -999 -1 011 -1 146 -1 430

	

3 	 896 	 1 320 	 763 	 352 	 -600 	 -668 	 -711 	 -879

	

4 	 538 	 881 	 332 	 -181 	 -360 	 -442 	 -434 	 -536

	

1980.1 	 323 	 591 	 76 	 -502 	 -216 	 -292 	 -258 	 -324

	

2 	 194 	 399 	 -70 	 -177 	 -130 	 -193 	 -147 	 328

	

3 	 116 	 273 	 -147 	 -57 	 -78 	 -128 	 -78 	 121

	

4 	 70 	 189 	 -183 	 -37 	 -47 	 -84 	 -36 	 21

	

1981.1 	 42 	 133 	 -194 	 -59 	 -28 	 -56 	 -11 	 -22

	

2 	 25 	 96 	 -190 	 -67 	 -17 	 -37 	 4 	 -8

	3	 15 	 72 	 -178 	 -54 	 -10 	 -24	 12 	 13

	

4 	 9 	 56 	 -163 	 -40 	 -6 	 -16 	 16 	 14

	

1982.1 	 5 	 46 	 -146 	 -32 	 -4 	 -11 	 17 	 9

	

2 	 3 	 39 	 -129 	 -27 	 -2 	 -7 	 17 	 5

	

3 	 2 	 34 	 -114 	 -24 	 -1 	 -5 	 16 	 4

	

4 	 1 	 31 	 -99 	 -20 	 -1 	 -3 	 15 	 4

i : Q i =1, Q4 =0, a=0, b=0 (Alternative G).

ii : e l =1, e4 =0, a=1, b=0 (Alternative F).

iii: e l = 1, Q4 =0, a,b free (Alternative E).
iv : Q 1 =0, Q4 =1, a,b free (Alternative B).
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influenced by the expanded demand, is one of the factors motivating produc-

tion. When b is a free parameter (alternatives B and E), i.e. when trend

departure in stocks is one of the motivating factors, the producers are, in

the initial stages, likely to overadjust. This is due to expansionary

effects of increased stock imbalances. When production is too low compared

to demand, the stocks are too low compared to the desired level. This gives

a contribution to increased production beyond what corresponds to the

actual increased demand.

Table 4, columns 1-4, gives the corresponding simulation results

when the capacity (sesonally adjusted) is permanently increased by 10

billion N.kr. with the demand kept unchanged. In the long run, there is

thus no incentive to increase the production. The effect of the shift is

exhausted in about 3 years, i.e. the time lag is of the same order of

magnitude as in the case with the demand stimulus. In the first quarters,

production increases quite rapidly, initiated by the expanded capacity, and

reaches its peak at about 1979.1, i.e. after approximately one year. Even

if the peak is reached simultaneously in all the alternative specifica-

tions, the production effect varies, from approximately 2500 to 3000 mill.

N.kr., i.e. by about 25 per cent of the capacity expansion. Then production

is too high compared to demand, and this disequilibrium is stronger than

the disequilibrium between production and capacity. This induces a reduc-

tion in production until it reaches its initial eqUilibrium, which is con-

sistent with the actual demand. In the models where b is set equal to 0,

i.e. with no production impulses from §tock imbalances in the long run,

there is a smooth adjustment towards the equilibrium level. When a and b

are unrestricted, the production is contracted too strongly which is next

compensated by an increase before the new equilibrium is attained. In

periods when production is too high compared with demand, stockbuilding is

also too high compared with desired stockbuilding, which consequently

initiates negative production effects. The adjustment towards the equi-

librium thus take the form of dampened oscillations. When a=1 (alternative

F), i.e. when the producers try to adjust towards the trend in capacity

only, production rises faster and later on, declines at a slower speed than

in the other formulations.

To see how the model behaves when exposed to an exogenous shock we

have performed similar simulations where respectively demand and capacity

is increased temporarily by 10 billion N.kr. in 1978.1 and set back to its

previous value in the next 'quarter. These results are given in Tables 3 and
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4, columns 5 through 8. Such a demand shock might occur, for instance when

a substantial increase in household taxes is announced or put into effect.

In this model, the producers do not, however, realize that the shift is

temporary. Also these exercises indicate that the long run properties of

the models are quite similar and that the initial level of production is

reattained about 1981.1. The demand shock induces a quite rapid increase in

production, which attains its peak in 1978.4, which is about 2300-2400

million N.kr. above its initial level. Then there is a substantial drop

during 1979, and during 1980 just minor adjustments occur. The only excep-

tion from this pattern is the model where es i 0 and Q4 = 1 (alternative

B). In this case, the decrease:falls . of during 1979, but is reinforced in

1980.1 and causes a too strong downward adjustment of the production which

next initiates a compensating increase towards the equilibrium level. Com-

pared with the unrestricted alternatives the adjustment is somewhat slower

in the models where b=0 (G and F), in which the trend imbalance in stocks

is not motivating production.

The temporary shift in capacity initiates an immediate and strong

increase in production. Since it is not accompanied by a change in demand,

a decline in production starts already in the following quarter. In

1979.2, i.e. one year after the original stimulus, there is a sudden and

dramatic drop in production which is in this quarter 1000-1500 mill. N.kr.

below its equilibrium level. This effect is probably a consequence of the

large imbalance between capacity and demand five quarters earlier. This

downward overshooting is somewhat slower when b=0, since in this case,

there is no negative production impulses from the too high stocks which

have accumulated. During the following quarters, there is consequently an

increase in production towards the equilibrium level. An exception is, how-

ever, the alternative Q i = 0 and Q4 = i ( alternative B). Here the over-

adjustment in 1979.2 is extraordinarily large because of the four quarter

differencing and the following "catching up", which causes an upward over-

compensation in the following quarters. Thus the production is approaching

its new equilibrium through dampened oscillations.
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Table 5. Effects of a sustained increase in demand by approximately 10 000
million 1985 kroner from 1978.1. Desired stocks kept fixed.

Increased demand Synchronized increase in

demand and capacity

i 	ii	 iii 	 iv

	1978.1	 772
	

711
	

947
	

1 056
	

772 	 711 	 947 	 1 056

	

2 	 1 586
	

2 569
	

2 467
	

2 588
	

3 867 	 5 061 	 3 705 	 3 680

	

3 	 3 073
	

4 641
	

4 355
	

4 439
	

6 724 	 8 787 	 6 326 	 6 263

	

4 	 4 966
	

6 857
	

6 478
	

6 503
	

9 439 12 100 	 8 865 	 8 818

	

1979.1 	 6 329
	

8 455
	

8 119 	 8 418 	 11 296 14 428 10 726 11 062.

	

2 	 7 795
	

8 970
	

9 212 	 9 598 	 • 10 778 12 936 10 681 10 823

	

3 	 8 676
	

310
	

9 946 10 320 	 10 467 11 950 10 709 10 672

	

4 	 9 205
	

9 535 10 443 10 757
	

10 281 11 298 10 775 10 576

	

1980.1 	 9 523
	

9 684 10 468 10 416
	

10 168 10 867 10 544
	

9 913

	

2 	 9 713
	

9 783 10 458 10 319
	

10 101 10 582 10 389 10 142

	

3 	 9 828
	

9 848 10 430 10 336
	

10 061 10 393 10 283 10 278

	

4 	 9 897
	

9 891 10 393 10 396
	

10 036 10 268 10 210 10 359

	

1981.1 	 9 938
	

9 919 10 352 10 315
	

10 022 10 186 10 159 10 256

	

2 	 9 963
	

9 938 10 312 10 244
	

10 013 10 131 10 122 10 177

	

3 	 9 978
	

9 951 10 274 10 193
	

10 008 10 095 10 096 10 139

	

4 	 9 986
	

9 959 10 239 10 164
	

10 005 10 071 10 077 10 123

	

1982.1
	

9 992
	

9 964 10 208 10 141
	

10 003 10 056 10 062 10 109

	

2
	

9 995
	

9 968 10 180 10 119
	

10 002 10 045 10 051 10 092

	

3
	

9 997
	

9 970 10 155 10 099
	

10 001 10 038 10 042 10 075

	

4
	

9 998
	

9 972 10 134 10 082
	

10 000 10 034 10 035 10 062

p 1 =1, e4 =0, a=0, b=0 (Alternative G).

e 1 =1, e4 =0, a=1, b=0 (Alternative F).

p 1 =1, Q4 =0, a,b free (Alternative E).

e 1 =0, e4 =1, a,b free (Alternative B).



26

In the demand shift experiments reported so far. we have retained

the assumption that the desired level of stocks changes in proportion to

demand, i.e. that producers are assumed to revise instantaneously their

desired stocks in accordance with the increased demand. Alternative simu-

lations in which the desired level of the stocks is assumed to be unaff-

ected by the demand shift have also been performed (see Table 5). This is a

naive behaviour where the producers do not realize that increased demand

should imply an increase in desired stocks. When b=0, i.e. no adjustment

of output because of the departure from the long run trend in the desired

stocks, the production rises smoothly towards its new equilibrium. The

adjustment, however, seems to be slower than in the previous çase. Even if

there was no effect of stock imbalances in the long run, the increased

stock imbalances induces short run production impulses. When there are no

restrictions on a and b, i.e. when stock imbalances have an effect in the

long run too, the simulation results seem a bit strange. In the first

round, the rise in production is smaller than when stocks too were in-

creased, because of the disappearance of this extra demand impulse. After a

couple of years the rise in production is in fact stronger than in the

alternative above. This is probably a consequence of the weak expansionary

effects in the early phase of the recovery. Because of the slower adjust-

ment of production, demand is met by reducing stocks. This causes an in-

crease in the stock imbalances which gradually become so large that the

production stimulus is stronger than in the original demand shift example.

Finally, we have performed an experiment in which a synchronized

increase in demand and capacity by 10 billion 1985 kroner occurs in 1978.1.

The desired stocks is in this alternative too kept unaltered. In all the

four alternatives, the expansion imply an overadjustment of production.

This effect is most pronounced when a=1, i.e. when producers adjust output

only towards the long run trend in capacity. Discrepancies between the

actual and trend demand also have expansionary effect on production. Alto-

gether, this causes an o'veradjustment of production by more than 4 000

million N.kr. one year after the occurrence of the expansion. Then, how-

ever, the contractive effects dominate and production is adjusted quite

fastly towards the new equilibrium. By the end of 1980 the production has

attained abbut the same level in all the four alternatives.
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8. CONCLUSION

In this paper, we have presented an extension of the quarterly

error correction model with only one exogenous variable to a process in-

cluding an arbitrary number of exogenous variables. This QEC framework is

accommodated to the specification of an output decision function for a

stock-holding manufacturing sector with three exogenous variables, ca-

pacity, demand, and stock imbalance. Simulation experiments indicate that

this model have satisfactory dynamic properties.

An interesting extension of the work in this paper would be to

build a multi-equation model endogenizing some of the right hand, variables

in the output decision function by imposing separate QEC processes in each

equation. It is not obvious which dynamic properties such a model would

have. A topic for further research is to investigate the choice of esti-

mation technique for such simultaneous models as well as the simulation

properties.

•
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Figure 1. Effect on production of a sustained increase in demand by 10 000

million 1985 kroner. Q 1 =1, e4 =0, a, b free.
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Figure 2. Effect on production of a sustained increase in capacity by

10 000 million 1985 kroner. e l =1, e4 =0, a, b free.
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Figure 3. Effect on production of a temporary increase in demand in 1978.1
by 10 000 million 1985 kroner. Q 1 .1, Q4 .0, a, b free.
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Figure 4. Effect on production of a temporary increase in capacity in
1978.1 by 10 000 million 1985 kroner. Q 1 =1, Q4 =0, a, b free.
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Figure 5. Effect on production of a sustained increase in demand by 10 000
million 1985 kroner. Desired stocks kept fixed. Q =1, e4 =0  a, b

free. 
1

Figure 6. Effect on production of a synchronized increase in demand and

capacity by 10 000 million 1985 kroner. Desired stocks kept
fixed. Q 1 =1, Q4 =0, a, b free.

1978 	 1979 	 1980 	 1981 	1982	 1963 	 1984 	 1985



31

REFERENCES

Biørn, E. (1985): Produksjonstilpasning og lageradferd i industri. En
analyse av kvartalsdata. Reports from the Central Bureau of Statistics
no. 85/25. (Oslo: Central Bureau of Statistics, 1985.)

Bjorn, E., Jensen, M., and Reymert, M. (1987): KVARTS - A Quarterly Model
of the Norwegian Economy. Economic Modelling, 4 (1987), 77-109.

Bjorn, E. and Olsen, H. (1986): A Generalized Single Equation Error Correc-
tion Model and Its Application to Quarterly Data. Paper presented at
the Sixth International Symposium on Forecasting, Paris, June 15-18,
1986. Discussion Paper No. 19, Central Bureau of Statistics, Oslo.

Engle, R.F. and Granger, C.W.J. (1987): Co-integration and Error Correc-
tion: Representation, Estimation and Testing. Econometrica, 55 (1987),
251-276.

Feldstein, M. and Auerbach, A. (1976): Inventory Behaviour in Durable-Goods
Manufacturing. The Target-Adjustment Model. Brookings Papers on Econo- 
mic Activity, 2 (1976), 351-396.

Granger, C.W.J. (1981): Some Properties of Time Series Data and Their Use
in Econometric Model Specification. Journal of Econometrics, 16
(1981), 121-130.

Granger, C.W.J. and Weiss, A.A. (1983): Time Series Analysis and Error-
Correcting Models. In Studies in Econometrics, Time Series, and Multi-
variate Statistics. (New York: Academic Press, 1983, pp. 255-278.)

Harvey, A.C. (1981): Time Series Models. (London: Philip Allan, 1981.)

Hendry, D.F. (1986): Econometric Modelling with Cointegrated Variables: An
Overview . Oxford Bulletin on Economics and Statistics, 48 (1986), 201-
228.

Hendry, D.F., Pagan, A., and Sargan, J.D. (1984): Dynamic Specification. In
Handbook of Econometrics, vol. II, ed. by Z. Griliches and M.D. Intri-.
ligator, Ch. 18. (Amsterdam: North-Holland Publishing Company, 1984.)

Hendry, D.F. and Richard, J.-F. (1983): The Econometric Analysis of Econo-
mic Time Series. International Statistical Review, 51 (1983), 111-148.

Kiviet, J. (1986): On the Rigour of some Misspecification Tests for Model-
ling Dynamic Relationships. Review of Economic Studies, 53 (1986),

. 241-261.

Ljung, G.M. and Box, G.E.P. (1978): On a Measure of Lack of Fit in Time
Series Models. Biometrika,  65 (1978), 297-303.

Rowley, J.C.R. and Trivedi, P.K. (1975): Econometrics of Investment.
(London: John Wiley & Sons, 1975.)

Sargan, J.D. (1964): Wages and Prices in the United Kingdom: A Study in
Econometric Methodology. In Econometric Analysis for National Economic 
Planning, ed. by P.E. Hart, G. Mills, and J.K. Whitaker (London: But-
terworths, 1964.)



32

TROLL (1981): TROLL Program NLS (Nonlinear Least Squares). Technical Report
No. 32. Massachusetts Institute of Technology, Center for Computation
Research in Economic and Management Science, October 1981.



33

ISSUED IN THE SERIES DISCUSSION PAPER

No. 1 	 I. Aslaksen and O. Bjerkholt: Certainty Equivalence Procedures
in the Macroeconomic Planning of an Oil Economy.

No. 3 E. Biørn: On the Prediction of Population Totals from Sample
surveys Based on Rotating Panels.

No. 4 P. Frenger: A Short Run Dynamic Equilibrium Model of the
Norwegian Prduction Sectors.

No. 5 	 I. 	 Aslaksen 	 and O. Bjerkholt: 	 Certainty Equivalence
Procedures in Decision-Making under Uncertainty: an Empirical
Application.

No. 6 E. Biørn: Depreciation Profiles and the User Cost of Capital.

No. 7 P. Frenger: A Directional Shadow Elasticity of Substitution.

No. 8 S. Longva, L. Lorentsen, and O. Olsen: The Multi-Sectoral
Model MSG-4, Formal Structure and Empirical Characteristics.

No. '9 J. Fagerberg and G. Sollie: The Method of Constant Market
Shares Revisited.

No.10 E. Bjorn: Specification of Consumer Demand Models with
Stocahstic Elements in the Utility Function and the first
Order Conditions.

No.11 	 E. Biørn, E. Holm', and O. Olsen: Gross and Net Capital,
Productivity and the form of the Survival Function . Some
Norwegian Evidence.

No.12 J. K. Dagsvik: Markov Chains Generated by Maximizing
Components of Multidimensional Extremal Processes.

No.13 E. Bit/win, M. Jensen, and M. Reymert: KVARTS - A Quarterly
Model of the Norwegian Economy.

No.14 R. Aaberge: On the Problem of Measuring Inequality.

No.15 A-M. Jensen and T. Schweder: The Engine of Fertility -
Influenced by Interbirth Employment.

No.16 E. Biørn: Energy Price Changes, and Induced Scrapping and
Revaluation of Capital - A Putty-Clay Approach.

No.17 E. Bjorn and P. Frenger: Expectations, Substitution, and
Scrapping in a Putty-Clay Model.

No.18 R. Bergan, R. Cappelen, S. Longva, and N. M. Stolen: MODAG A -
A Medium Term Annual Macroeconomic Model of the Norwegian
Economy.

No.19 E. Morn and H. Olsen: A Generalized Single Equation Error
Correction Model and its Application to Quarterly Data..



34

No.20 	 K. H. Alfsen, D. A. Hanson, and S. Glomsrod: Direct and
Indirect Effects of reducing SO Emissions: Experimental
Calculations of the MSG-4E Model. 2

No.21 J. K. Dagsvik: Econometric Analysis of Labor Supply in a Life
Cycle Context with Uncertainty.

No.22 	 K. A. Brekke, E. Gjelsvik, B. H. Vatne: A Dynamic Supply Side
Game Applied to the European Gas Market.

No.23 	 S. Bartlett, J. K. Dagsvik, Ø. Olsen and S. Strom: Fuel Choice
and the Demand for Natural Gas in Western European Households.

No.24 J. K. Dagsvik and R. Aaberge: Stochastic Properties and
Functional Forms in Life Cycle Models for Transitions into and
out of Employment.

No.25 T. J. Klette: Taxing or Subsidising an Exporting Industry.

No.26 K. J. Berger, O. Bjerkholt and O. Olsen: What are the Options
for non-OPEC Producing Countries.

No.27 A. Aaheim: Depletion of Large Gas Fields with Thin Oil Layers
and Uncertain Stocks.

No.28 J. 	 K. 	 Dagsvik: A Modification of Heckman's Two Stage
Estimation Procedure that is Applicable when the Budget Set is
Convex.

No.29 K. Berger, R. Cappelen and I. Svendsen: Investment Booms in an
Oil Economy - The Norwegian Case.

No.30 A. 	 Rygh Swensen: Estimating Change in a Proportion by
Combining Measurements from a True and a Fallible Classifier.

No. 31 J.K. Qagsvik: The Continuous Generalized Extreme Value Model
with Special Reference to Static Models of Labor Supply.

-

No.32 	 K. Berger, M. Hoel, S. Holden and Ø. Olsen: The Oil Market as
an Oligopoly.

No.33 	 I.A.K. Anderson, J.K. Dagsvik, S. Strom and T. Wennemo: Non-
Convex Budget Set, Hours Restrictions and Labor Supply in Swe-
den.

No.34 E. Holm/ and O. Olsen: A Note on Myopic Decision Rules in the
Neoclassical Theory of Producer Behaviour, 1988.

No.35 E. Bjorn and H. Olsen: Production - Demand Adjustment in
Norwegian Manufacturing: A Quarterly Error Correction Model.


	Front page/Abstract
	Contents
	1 Introduction
	2 A general quarterly error correction equation for seasonally unadjusted data
	3, The output decision function
	4. Data
	5. Estimation procedure
	6. Empirical applications
	7 Simulation results
	8. Conclusion
	References

