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Abstract:
In this paper we try to asses the usefuliness of Artificial Neural Networks in imputing missing
observations. The experiments are carried out on data from the Rent survey in the Consumer price
index. The results are promising, and we will continue our investigations into this method of making
estimates.
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Data editing with Artificial Neural Networks *

1. The problem
The task of producing price statistics always makes us face the challenge of what to do when we are

not supplied with a completely responding sample. One subdivision of the problems posed by this fact

is: what should be assumed on behalf of the units not responding? Several methods are available to

impute non-response: cold deck, hot deck and functional correction to mention some. Fellegi and Holt

(1976) made significant contributions to automated editing of survey data. In this paper we will take a

different approach to automated editing, attempting to apply Artifical Neural Networks (ANN) to the

task of imputing missing observations.

Traditional econometricians have for some time made use of numeric optimization. This knowledge is

now being reintroduced to us in a new context; Artificial Neural Networks. As opposed to traditional

imputation technics the use of ANN does not necessitate the specification of detailed editing rules or

explicit assumptions about the imputation models. In this paper we will attempt to assess the

usefulness of this class of algorithms in imputing (estimating) missing values in producing economic

statistics.

The present paper is the preliminary results from an investigation into different possible methods for

imputing missing observations and extreme observations in the Norwegian Rent Survey.

We shall start by giving a short introduction to the theory of ANN. Next we will give a brief outline of

the Rent Survey from which the data used originate. We will then train and apply an ANN in order to

impute missing rents. The results are evaluted, and tentative conclusions on the performance of the

method are reached in the final sections.

* I wish to thank my colleagues, especially Li Chun Zhang and Svein Nordbotten, for many usefull comments. All
remaing errors and omissions are my responsebility.

3



2. Artificial Neural Networks
In this chapter we shall give a brief introduction to the theory of ANN, upon which our exercise on

the survey data rests. For the ease of exposition we will concentrate on a single layer network in this

chapter, although our application involves a two-layer network.

In this paper we apply an ANN to the problem of imputing missing prices (rents). The ANN we have

designed for this purpose is made up of a fully connected network, with two hidden layers of neurons,

and the learning algorithm used is known as the Back-Propagation Algorithm. This algorithm belongs

to a larger group, known as feed forwardnetworks.

A network with one hidden layer can be visualized as in Fig. 1.

Figure 1. A single layer artificial neural network
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The network is said to be fully connected because all elements of the input vector is connected to all

the neurons, and all these neurons are in turn connected to the next layer. It is possible to manipulate

the performance of the network by making it partly connected. We have not investigated these

opportunities.

The catagorization feed forward is used for networks not having any output of an element influencing

in part, or fully, the input applied to that particular element.

The diamond-shaped boxes in figure 1 represents the neurons, or transfer functions as they are also

referred to. These functions take their inputs from the previous layer in the network, and produce an

output which again is used as input in the next layer. By numbering the neurons from 1 to k, letting x l ,

xp represent the input, w kj , ,wkp represent the connections or synaptic weights, and u k be the net

input to neuron k, we might express the neuron by two functions:

(1) uk = Ewkj Xj

and the input uk (less a threshold ek) is used as argument in the activation- or transfer function f

(2) Y k = f — k)

in order to produce the output of the neuron.

The transfer function we are using is the logistic function, which belongs to the class of sigmoid

functions. This is a strictly increasing and differentiable function, which is important in the procedure

of optimizing the weights of the network.

1
f (v) =

This function yields a continous range of values as output, in the interval 0 to 1. The parameter a

determines the slope of the function, a higher parameter value resulting in a steeper slope. In our

application we use a=1.

(3)
1+e'
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Figure 2. The sigmoid function as defined in the equation (3), a=0.3, a=1 and a=5.
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In a multilayer network the output from the first layer of neurons acts as input for the second layer,

and so on until the output layer is reached.

The network can be run in two modes, a training mode or a testing mode. When training the network

we want it to recognise and learn patterns in the data. When testing the network we supply it with

partial observations, leaving it to the network to impute the missing values on basis of the patterns it

has learned exists in the data.
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In training the network we want to optimize the weights so that the network produces an output wich

is as close to the desired output as possible. This is achieved by presenting the network with records

which have been manually edited by an expert. The price we later want the network to impute, is the

output variable. Between each observation the weights are adjusted so that the differences between

the output of the network and the true records are minimized. The algorithm we have chosen for this

is based on the error-correction learning rule and is known as the error back-propagation algorithm.

The algorithm can be visualized as in figur 3.

Figure 3. The dynamics of the error back-propagation algorithm.
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The error signal at the output of neuron j at observation n is defined by

(4) 	 e (n) d (n) y (n)

where d represents the desired output, and y represents the actual output from neuron j. We assume

1 2
that j is an output neuron. The squared error for neuron j is — e . (n) . To obtain an error-measure for

2

the whole network we sum up these over all the neurons in the output layer:
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(5)

The set C includes all the neurons in the output layer. (5) represents the instantaneous sum of squared

errors of the network for observation n. Next we generalize this further to incorporate the dimension

of the observations. We then achieve an expression for the average squared error:

-	 1 N(6) E = - 	 E(n)

N is the total number of observations fed to the network in the leafing mode. We now optimize the

network by minimizing E with respect to the weights. To do this we will apply an algorithm which

updates the weights on an observation-by-observation basis. That is: the weights will be adjusted for

each observation in accordance with the respective errors computed for each observation as these are

fed into the network. In this manner we achieve an estimate of the weight-change we would have

obtained by minimizing E . Assume we have neuron j being fed by at set of function signals

originating from a «previous» layer of neurons, y i(n). By letting p denote the number of inputs, the

magnitude of the input to the nonlinear neuron j can be written as:

(7)
v (n) 	 w (n)y (n)

i=0

By feeding this into the activation function we obtain the output of neuron j at iteration n as:

(8) y (n) = (v (n))

In optimizing the weights to reduce e(n) we will apply a change to the weights in the direction

determined by the gradient, the size of the change will be determined by a constant T1 (the learning

rate):

(9) Aw (n) = —11 
 a (n)
 aw ji(n)

It is possible to use equations (4) - (6) to re-express this as:
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 a£(n)  de i (n) Yi (n)]
ji (n) = 11Y iln)[ de i (n) dy i (n) v i (n)

(10)

= nyi (n)O i (n)

Here 8j(n) is the local gradient which can be written as

(1 1)	 (n) = e i (n) f i (n))

We observe that the change in weights is determined by the Tearing rate, the neuron output, the error

signal, and the derivative of the transfer function. All of these have to be evaluated for each

observation presented to the network.

The alteration of the weights, and the speed of convergence will also depend upon the random set of

intial values of the weights. Experience has shown that wheter convergence is acheved or not, in some

cases can depend on the intial randomly determined values of the weights.

When looking at multi-layer networks this is further complicated by the credit-assignment problem.

That is: how to distribute the error at the output node between the hidden neurons. When neuron j is

located in a hidden layer there is no specified desired response for that neuron. This is solved by

deriving an appropriate local gradient. This will incorporate the error signals from the layers

succeeding the hidden neuron and the weights connecting the two layers. In this context we will not

complicate things further by going into details on the multilayer networks, but stop the introduction

here where we hope the idea of optimizing a feed-forward network is understood. But we shall note

that learning algorithms for multilayer ANN' s with acceptable properties has been available only in

the last 10-12 years.

The back-propagation algorithm is run by first doing a forward pass for each observation. This is done

simply by calculating the activation functions, neuron by neuron, for each layer, starting by feeding

the observation to the first hidden layer, ending with the computation of an error signal for each

neuron in the output layer. The weights, which are given small initial random values, are kept constant
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in this forward pass. Once this pass is completed we know the error signals necessary to alter the

weights in an educated direction. This is done in the backward pass by passing the error signals

backwards through the network, layer by layer, always computing the local gradient for each neuron.

The weights will converge to values which represent the knowledge the model has learned.

This process is run, observation by observation, for the whole training set of observations. The order

of the observations is changed by a random mechanism before the next round of learning (iteration) is

run with the same set of observations. This will continue until some stopping criterion are fullfilled.

One specifies an upper level for what is an acceptable total mean squared error. The learning process

will iterate until this condition is satisfied, or until a alternative stopping criterion (maximum number

of iterations) is fullfilled. The iterative search for the optimal set of weights will in most applications

require a lot of computing time, increasing with the number of observations, the number of layers and

the number of neurons in each layer. It is the training mode which requires a lot of computing

recourses, the testing mode demands less recourses. Today's powerfull processors are more and more

making this a non-problem.

What we have described so far in this chapter is the learning mode. The network can also be used in a

testing mode. In testing - the network is used to compute output vectors on the basis of input which

where not used in training. If there exists a true set of output vectors, the performance of the network

can be evaluated by comparing the computed values with the true values. In part 5 of this paper we

will attempt to do such an analysis.

The method of applying artificial neural networks for imputing in statistical records has some

disadvantages. The theoretical analysis of the network is difficult, mainly because of the distributed

non-linearity. The intuition of the estimated model is hard to get a grip on. It is possible to investigate

the estimated weights, but a multilayer setup makes it difficult to interpret the model. This is in

contrast to conventional regression models.

3. The Norwegian rent survey
We shall here give a brief outline of the rent survey from which the data used in the present

experiments originate.
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This quarterly survey is, with respect to its share of total household consumption, the most important

part of the Norwegian Consumer Price Index. As well as the 5,4 % weight from renters, this survey is

also used for imputing the change in cost of shelter for home-owners which includes interest payed on

mortage, renovation and other fees and insurance. These components give the Rent Survey a total

weight of 13,9 %.

The sample of respondents used in this survey is established by a two stage sampling procedure. In the

first step a sample of municipalities is drawn in order to cover the whole country. In the second stage

households are drawn from these geographic areas. A total of 6000 households are included in the

sample.

In the first quarter a new sample participates in the survey, the individual households connection to

the shelter is established. That is, whether it is a home-owner, a renter or an owner through a housing

co-operative. All homeowners are excused from the survey after the first quarters, leaving us with a

sample of renters and housing co-operative participants. The first questionnaire also surveys what

kind of building the respondent is living in, what year it was build, the size (square meters) of the

shelter, whether the rent includes electricity, heating or garage. And of course we ask for the monthly

rent. In the following quarters the questions regarding the shelters' characteristics are removed from

the form, as these are not allowed to change. For us to make sure we follow the same shelter in the

succeeding quarters, and not necessarily the same household, we include a question asking whether

the respondent is still living in the same shelter as he did in the previous round.

The index is calculated by the Laspeyres formulae, using a relative of average rents. The stratification

in the computations is done by building year. The weights are obtained from the yearly Norwegian

Household Expenditure Survey. The weights, which are updated annualy, are calculated as a moving

average of the last three available expenditure shares from the Household Expenditure Survey.

On average we obtain approximately 1300 rent observations each quarter. The rent index is published

quarterly, as a total for all kinds of dwellings for the entire country.

For the application in this paper we have transformed the data on the categorical questions into binary

variables. The quantative variable have been normalized, so they all have values in the region (0,1).

The data used are from the 4. quarter of 1996, including shelter characteristics and rents for
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December, and 1. quarter of 1997 where only rent information for March is used. In total we have

1059 observations in the sample used in this paper.

4. ANN applied on real survey data

4.1 The experiment

The dataset to be used in this analysis is expert-edited data from the Rent Survey covering 4th quarter

of 1996 and 1st quarter of 1997. In total we have 1059 observations, when we have removed

observations not complete enough for our experiment. This data material is then «inflicted» with a

partial non-response for the rent for March 1997.

By means of a random device we divide the data in two separate files: This separation is done in order

to simulate a real production of the consumer price index. Approximately 90 % (969 observations) of

the manually expert revised observations are assigned to training the ANN. The remaining 10 % (90

observations) of the observations are subject to a partial non-response in the variable «rent for

March».

We are then actually simulating total non-response in the 1st quarter of 1997 of 90 units. This is quite

a realistic simulation, where the collected and revised data form the basis for imputing the non-

response. This procedure will supply the material with automated imputations based on manually

revised data. By starting out with a complete dataset, and impose errors (non-response) we will be

able to form an opinion on the success of the methods applied. By comparing the imputed rents with

the «true» rents originally on the dataset, we will be able to decide whether there are significant

differences. If not, this points in the direction that we can assume that the use of ANN is a method of

imputation that we recommend for this survey.

In designing the network, we have chosen to use two hidden layers of neurons because of the superior

learning ability in contrast to a network with only one hidden layer. The multilayer network has

proved to have a greater ability to extract higher order patterns from the data material. When electing

between a network with two layers, and networks of higher orders, empirical evidence indicates that

the improvement in performance when increasing beyond two layers is negligible in most

applications. On this basis we have limited this investigation to networks with two hidden layers of

neurons.
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At present there exists litle theoretical support in how to set up an ANN. The specifications we have

made are heavily based on empirical evidence. The learning rate is set to 0.25, the hidden layers both

consists of 20 neurons. The weights are initially given random weights in the area -0.5, 0.5. As a

stopping criteria we use a maximum number of iterations of 10000, or a total mean squared error of

0.002.

The training was done surprisingly fast, using a Unix machine. We believe this is caused by the fact

that our network had one variable only in the output vector. The 46 variables of each input vector (of

which 44 were binary) then only has one value to aim at. This will speed up the convergence to a

small error considerably compared with an experiment with more variables on the output vector.

4.2 Evaluation of the ANN-edits

We shall here try to assess the performance of the automated edits. First we will investigate whether

the ANN-edits are significantly different from the target values.

Our rentindex is calculated as an (arithmetic) relative of means of prices:

Pi,t

(12)
	

It = 	 , i=1,2,...n
Pi ,t- 1

here p represents price observation i in the time period t. This implies that the interpretation of do not

differ significantly should be does not produce an average that differs significantly. By assuming that

the two sets a) the imputed prices, and b) the «true» survey observations, are independently

distributed we are able to construct a 98% confidence interval for the differences in the mean price in

the respective populations. Our calculations produce a 98% confidence interval for the difference in

means between the two populations with a lower limit of -525.15 and an upper limit of 305,88. On

this basis we can reject the hypothesis that there are differences between the averages of the two

populations.
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Below we also include a graph where the prices as imputed by the ANN are plotted against the «true»

target values. Visual inspection of the graph reveals no systematic deviations between the two series'.

Over all the ANN is very close to the true values. There might be some indications that the network

underestimates prices in the area of 2500 kroner, and overestimates rents in the area 4200 kroner.

Figure 4. Imputed values vs «trueo target values
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We will also calculate three different indices for the rent change: A) for the complete material

(assuming no non-response), B) for the 90 % of the observations not allocated to non-response

(implicitly imputing missing rents with the mean of the remaining observations), and C) using the

material obtained by using the ANN-algorithm. All observations are equally weighted. This yields the

following results:

IA= 1,00788

IB. 1,00768

1c= 1,01188

The results indicate that giving no explicit treatment of non-response, gives a result closer to the

«true» index than using our ANN to impute the missing values. This is an conclusion reached on

basis of the assumption that the distribution of the missing observations does not deviate from that of

the non-missing observations. If, in reality, missing observations tend to have an different distribution

from that of the non-missing ones, this result might not apply.
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The fact that lc is higher than IA can at least in part be attributed to a known deficiency with the index

formulae used. It can be showed that an relative of means will give a larger weight to a given price

change for an observation with an high pricelevel, than to an observation with a low pricelevel.

When our ANN tends to overestimate high rents and underestimate low rents, as noted in figure 4, this

will even out when calculating the mean squared error. But it will give rise to an higer index number.

This is also what we experience.

The performance might be improved further if several quarters data were pooled to give the network a

larger sample to learn from. One should also bear in mind that our network was set up to impute rent -

not rent change. An alternative formulation where the ANN would be trained on patterns determining

the rate of change would be an interesting further developement of our study.

5. Conclusions
The specification of a ANN for automated editing procedures has to be based on trial and error to an

extensive degree. This makes the setup somewhat arbitrary, making it difficult to conclude on the

performance of ANN' s in general. Our experiences therefore have to be limited to the setup we have

chosen.

The training of the network was a lot faster than we had expected. This should make the method more

available as CPU-resources are not big bottlenecks.

The performance of the ANN is promising, although it has limitations. It seems that it imputes levels

better than change. This might be overcome by an alternative formulation of the problem, setting up

the net to learn the rate of changes and not the prices themselves. We will continue our work in this

direction. Attemps to simulate a non-random distribution of missing observations will also be made.

Supplying the ANN with a larger number of observations to learn from the patterns between price and

the characteristics, will also possibly improve the performance in imputing for the calculation of

index numbers.
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