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Sammendrag

1. Introduction

1.1. Microsimulation meets microeconometrics

The encounter between microeconometric models of labour supply and the microsimulation approach is the result of a long process. Large microsimulation models, as originally proposed by Orcutt (1957), were meant to be behavioural, although not structural: behavioural responses were typically empirical 'reduced form' approximations, with little foundations on standard microeconomic theory (Orcutt, Greenberger, Korbel, & Rivlin, 1961). A motivation for the reduced form approach was probably a certain degree of mistrust for mainstream economic theory on the part of Orcutt and his associates. Shortly after, large microsimulation models became increasingly popular at the institutional and policy making level. For good reasons, the main research and implementation efforts were initially focussed upon the quality of data, the accuracy of the accounting relationships and representativeness of the results. For many years, the active microsimulation community has considered behavioural responses (and in particular labour supply) either unimportant or unreliable or hard to interpret. Later on, however, various motivations have progressively contributed to a more positive attitude towards the inclusion of labour supply responses into microsimulation models:

(i) The increasing policy interest in tax-benefit reforms, their effect on both distribution and efficiency and the realization that policy analysis requires structural models (a long-standing message from Marschak, 1953, possibly revived by Lucas, 1976).
(ii) The development of the first econometric approaches appropriate to deal with the complexities introduced by tax-benefit systems into the opportunity sets (e.g. Burtless & Hausman, 1978; Heckman, 1974b; Wales & Woodland, 1979).

(iii) The use of microsimulation techniques in order to compute labour supply responses, starting approximately around the early 1980s (e.g. Arrufat & Zabalza, 1986; Zabalza, 1983).¹

(iv) The development of discrete choice labour supply models (starting with Zabalza, Pissarides, & Barton, 1980) and of models based on (various versions of) the Random Utility approach (Aaberge, Dagsvik, & Strom, 1995; Van Soest, 1995). Compared to the models of the first structural generation (as of point (ii) above), Random Utility models are more flexible, potentially able to account for any complexity of the budget and opportunity sets and easier to be linked to large microsimulation projects.

(v) The realization of the crucial importance of heterogeneous behavioural responses in shaping the effects of policies (e.g. Aaberge, Colombino, & Strom, 1999).


1.2. A frame of reference

In this chapter we focus on microsimulation used for ex ante policy evaluation. To this end, it is required to consider a modelling framework where behavioural responses are given a structural representation, that is an economic model that allows separation of preferences (assumed to be invariant with respect to policy changes) and policy parameters (Hurwicz, 1962). Hereafter we sketch a simple framework within which most of what follows can be interpreted. We consider a sample of agents (households or individuals) indexed by \( i = 1, \ldots, N \). Agent \( i \) faces an opportunity (or feasible) set \( B_i \). The elements of \( B_i \) are vectors \( x \) that measure various

¹ At least up to the end of the 1970s, the typical procedure consisted of evaluating elasticities or policy effects with reference to the ‘average’ or in some sense ‘representative’ household. Even the path-breaking contributions to structural labour supply modelling (e.g. Hausman, 1985a, 1985b; Heckman, 1974a, 1974b) adopted the ‘average household’ approach or computed behavioural responses for different ‘types’ of households.
dimensions of labour supply (e.g. hours of work, sector of occupation, etc.) and consumption or investment choices (e.g. transportation, child care, training, fertility, etc.). In the simplest case \( x = (c, h) \), where \( h \) = hours of work and \( c \) = net available income. The corresponding minimal representation of \( B_i \) is a budget set, e.g. \( B_i = \{(c, h) : c \leq f(wh, I)\} \), where \( w \) denotes the hourly gross wage rate and \( f(\ldots) \) is the tax-benefit rule that transforms gross labour earnings \( wh \) and unearned income \( I \) into net available income \( c \).

More generally, there might be constraints on the feasible values of \( h \), on the way gross earnings are generated depending on labour contracts, etc. The agents adopt decision rules \( D_i \) that, given \( B_i \), produce the choices \( x_i \).

The crucial assumptions of structural microeconometrics are:

(i) the decision rules \( D_i \) can be identified using observations on the choice \( x_i \) and on the opportunity set \( B_i \);
(ii) the decision rules \( D_i \) are invariant with respect to policies (Hurwicz, 1962), that is changes in \( B_i \), so that they can be applied to a different, possibly hypothetical \( B^* \) in order to simulate the choices \( x^* \).

Microsimulation plays therefore two roles: first (arithmetic step), it computes the new or reformed \( B^* \) (induced, e.g. by a reformed tax-benefit rule \( f^* \)); second (behavioural step), it produces the new choices \( x^* \).

The most common representation of the decision rule is the constrained maximization of a utility function \( U(x) \) that represents the agents’ preferences: \( x_i = \max_{x \in B_i} U(x) \). Once the preferences \( U(\cdot) \) and possibly some policy-invariant parameters of \( B_i \) are estimated, the effects of a policy are simulated by \( x^* = \max_{x \in B^*} U(x) \). The policy can be anything that can be represented as a change in \( B_i \). A crucial contribution of microsimulation is that the agents’ heterogeneity allowed for in the microeconometric model can be fully exploited when producing, interpreting and evaluating the results. Thus, these models are very useful in order to simulate changes in the tax-benefit rule: reforms of personal income taxation, of child benefits, of income support mechanisms, etc. Other reforms that can be simulated might concern changes in the admissible values of \( h \), changes in the rules (e.g. contracts) by which gross labour earnings are generated given \( h \), etc.

Within the general framework sketched above, one can adopt many different approaches to representing the preferences and the opportunity sets, to the assumptions concerning the agents’ heterogeneity, etc. In Section 2 we discuss the main approaches to developing models of labour supply. Section 3 illustrates the use of these models in ex ante policy evaluations. The fact that microsimulation can produce highly disaggregated and multidimensional results on the one hand contribute to the richness of the policy evaluation, on the other hand calls for the development of synthetic indexes in order to guide the comparison between alternative policies: therefore, Section 4 is devoted to social evaluation.
In this section we illustrate the main strategies that are, or have been, adopted in modelling labour supply. They are collected under three labels: the ‘Reduced-form’ approach, the Structural ‘Marginalist’ (Kuhn–Tucker) approach and the Random Utility Maximization (RUM) approach. Although the latter approach is by now the dominating paradigm, we devote some attention also to the previous two approaches since it is useful to understand the problems they encountered and why the RUM approach eventually prevailed.

We focus upon how to develop models that permit a flexible and realistic representation of complicated budget and opportunity sets and allow for a rich representation of households’ and opportunities’ heterogeneity. This is the most crucial problem to be faced when labour supply modelling is instrumental to policy evaluation, possibly within the context of large microsimulation projects.

In what follows we will adopt hours of work as a conventional measure of labour supply. However, most of what we write can easily be transferred to other dimensions or measures of labour supply. This observation also applies to the ‘taxable income’ approach (e.g. Saez, Slemrod, & Giertz, 2012), which is an important complementary perspective but does not raise new issues from the point-of-view of the modelling strategy.

Useful surveys that also cover many of the topics treated in this section are provided by Creedy and Duncan (2002), Blundell and MaCurdy (1999), Blundell (2012), Creedy and Kalb (2005b), Blundell, MaCurdy, and Meghir (2007), Meghir and Phillips (2008), Aaberge, Colombino, and Wennemo (2009), Keane (2011) and Dagsvik, Jia, Kornstad, and Thoresen (2014).

### 2. Modelling strategies

In this section we illustrate the main strategies that are, or have been, adopted in modelling labour supply. They are collected under three labels: the ‘Reduced-form’ approach, the Structural ‘Marginalist’ (Kuhn–Tucker) approach and the Random Utility Maximization (RUM) approach. Although the latter approach is by now the dominating paradigm, we devote some attention also to the previous two approaches since it is useful to understand the problems they encountered and why the RUM approach eventually prevailed.

We focus upon how to develop models that permit a flexible and realistic representation of complicated budget and opportunity sets and allow for a rich representation of households’ and opportunities’ heterogeneity. This is the most crucial problem to be faced when labour supply modelling is instrumental to policy evaluation, possibly within the context of large microsimulation projects.

In what follows we will adopt hours of work as a conventional measure of labour supply. However, most of what we write can easily be transferred to other dimensions or measures of labour supply. This observation also applies to the ‘taxable income’ approach (e.g. Saez, Slemrod, & Giertz, 2012), which is an important complementary perspective but does not raise new issues from the point-of-view of the modelling strategy.

Useful surveys that also cover many of the topics treated in this section are provided by Creedy and Duncan (2002), Blundell and MaCurdy (1999), Blundell (2012), Creedy and Kalb (2005b), Blundell, MaCurdy, and Meghir (2007), Meghir and Phillips (2008), Aaberge, Colombino, and Wennemo (2009), Keane (2011) and Dagsvik, Jia, Kornstad, and Thoresen (2014).

#### 2.1. The ‘Reduced Form’ approach

Up to the early 1970s, empirical studies of labour supply typically adopt a ‘reduced form’ labour supply function

\[
    h = l(w, I) + e
\]

where \( h \) denotes the observed hours of work (or some other convenient measure of labour supply), \( l(w, I) \) is a function of an exogenous net wage rate \( w \) and of an exogenous net income \( I \) and \( e \) is a random variable that account for the effect of other unobserved variables. We refer to expression (1) as a reduced form since it simply embodies the hypothesis that labour supply depends on \( w \) and \( I \), but in general it is not a correct
(structural) representation of that dependence, especially when corner solutions and non-linearities of the budget constraint are present. Corner solutions (i.e. $h = 0$) are typically ignored or treated as interior solutions. Income taxes are ignored or somehow accounted for by using the average net wage rate. Examples of this type of analysis include Kosters (1966, 1969) and Bowen and Finegan (1969). Although the authors were obviously aware that $h$ could be interpreted as the solution of a constrained utility maximization problem (with corresponding first-order Lagrange or Kuhn–Tucker conditions characterizing the solution), this theoretical background was not considered to be useful or important. In fact, if the budget constraint is linear and the solution is assumed to be interior, constrained utility maximization theory simply tells you that $h$ will be a (linearly homogeneous) function of $w$ and $I$.

Starting in the late 1960s, the importance of non-linear budget constraints — and of the theory appropriate to treat them — attracts more attention. The reason seems to be twofold. On the one hand, the newborn theory of optimal taxation suggests that important efficiency and equity effects stem from the way taxes on labour earning are designed (Mirrlees, 1971). On the other hand, at the policy level a strong interest emerges in evaluating various welfare and ‘anti-poverty’ programs. These policies introduce complications (non-linearities, non-convexities) into the budget sets faced by the target population, which are — in general — impossible to be adequately addressed within the reduced form approach. Various contributions tried to circumvent the difficulties with more or less ad-hoc procedures (e.g. Hall, 1973; Rosen, 1976). However, at a certain point it had to be realized that an appropriate treatment of non-linear budget constraints requires a ‘structural’ approach, that is a separate identification of preferences and constraints.

2.2. The structural ‘Marginalist’ approach

We denote as ‘marginalist’ the approach that works through the conditions for a constrained maximum of the utility function, conditions that usually involve marginal variations. Heckman’s (1974b) is perhaps the first empirical paper that explicitly uses the conditions characterizing the solution of utility maximization subject to a non-linear budget constraint, with the purpose of addressing a non-standard policy evaluation problem. The policy problem addressed by Heckman (1974b) is the evaluation of a child-related welfare policy that introduces significant complications in the budget set. The author observes that in order to make such evaluation one has to estimate the preferences as separated from the constraints: ‘The essence of the problem involves utility comparisons between two or more discrete alternatives. Such comparisons inherently require information about consumer preferences in a way not easily obtained from ordinary labor-supply functions’ (Heckman, 1974b, p. S136). Moreover ‘... the ability to make ... (the separation between preferences and constraints) ... is
less important if we are willing to make the conventional assumption that wage rates are independent of hours of work ... but becomes quite important when we acknowledge the existence of progressive taxation, welfare regulations, and time and money costs of work’ (Heckman, 1974b, p. S142). The author starts from an empirical specification of the compensated labour supply function. From it, he integrates back to the indirect utility function and the uncompensated labour supply function. The estimates of the latter also identify the direct utility function. This procedure accounts for the non-linearities of the current budget constraint and permits to simulate the effects of reformed (non-linear) budget constraints. Heckman’s presentation of his method was probably perceived as too specific of the addressed policy issue and to the best of our knowledge was not adopted in other contributions. However, besides the policy application, the paper in fact revives the message left by Marschak (1953) and might be considered as a ‘manifesto’ for a structural approach to empirical labour supply analysis with an appropriate representation of non-linear budget constraints, corner solutions and the identification of preferences as separated by constraints. The methodological importance of Heckman (1974b) is analogous to Tobin’s (1958), a path-breaking contribution to linking a microeconometric analysis to the requirements of a non-standard opportunity set due to binding non-negativity constraints. It is interesting to observe that, almost simultaneously, an analogous (although less constructive than Heckman’s) ‘manifesto’ for structural analysis appears in the macroeconometrics literature (Lucas, 1976). A few years later, Burtless and Hausman (1978), Wales and Woodland (1979) and Hausman (1979, 1985b) addressed essentially the same type of problems and developed a method specifically appropriate for piecewise linear budget constraints.

The structural marginalist approach can be represented by any of the following four alternative ways:

1. Specify a direct utility $u(c,h)$ function and solve

$$\max_{c,h} u(c,h)$$

s.t.

$$c = wh + I$$

(2)

to get a labour supply function $h(w,I)$, where

$c =$ consumption (=income)

$h =$ hours of work

---
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2 In his comment to Heckman’s paper, Rosen (1974) writes: ‘... Heckman clearly has opened a lot of new territory in the economics of labour supply .... Future studies in this area are bound to be affected for many years to come by Heckman’s paper.’
\[ w = \text{wage rate} \]
\[ I = \text{exogenous income.} \]

Wales and Woodland (1979), Zabalza (1983) and Arrufat and Zabalza (1986) adopt this approach starting from a CES utility function.

(2) Specify the indirect utility function \( u^*(w, I) \) and obtain the labour supply function through Roy’s Theorem: \( h(w, I) = \frac{\partial u^*(w, I)}{\partial w} / \frac{\partial u^*(w, I)}{\partial I} \). An example is provided by Wales and Woodland (1976), who start from an Indirect Translog utility function.

(3) Specify the uncompensated labour supply function \( h(w, I) \) — for example a linear function — remembering that if we want it to be consistent with the model of constrained utility maximization, it will have to satisfy Slutsky’s conditions. In fact, this is the approach followed for example by Burtless and Hausman (1978) and Hausman (1980, 1985a), where linear or log-linear labour supply functions are specified. The indirect utility function can be retrieved by ‘integrating’ the Roy’s identity (treated as a differential equation). The dual relationship between the indirect and the direct utility function allows, if needed, to recover the latter from the former.

(4) Specify the compensated labour supply function \( \tilde{h}(w, u) \) and use Shephard’s Lemma \( -\frac{\partial e(w, u)}{\partial w} = \tilde{h}(w, u) \) to recover (by integration) the expenditure function, that is the minimum unearned income needed to attain the utility level \( u \), given the wage rate \( w \). Then, by setting \( e(w, u) = I \) we obtain (by inversion) the indirect utility function \( u = u^*(w, I) \). Roy’s Theorem can then be applied to obtain the uncompensated labour supply function \( h(w, I) \). The method used by Heckman (1974b) is in fact a variant of this fourth way of proceeding (Rosen, 1974).

All the above four routes guarantee a strict consistency between the labour supply functions and the preferences. Note that procedure (1) directly applies the Lagrange or Kuhn–Tucker conditions charactering the maximization of a well-behaved utility function subject to the budget constraint, whereas procedures (2), (3) and (4) work through an indirect application of the Kuhn–Tucker conditions. The advantage of the structural ‘marginalist’ modelling approach — independent of whether procedure (1), (2), (3) or (4) is used — is that it allows identification of consumption-leisure preferences. Thus, given the estimates of the labour supply function one can also identify the preferences. It is important to remember that what can be directly estimated with observed data is just the uncompensated labour supply \( h(w, I) \). Preferences can be recovered either because \( h(w, I) \) is obtained by the maximization of a direct utility function \( u(h, c) \) — as in procedure (1) — or because we exploit Roy’s Theorem or Shephard’s Lemma as in procedures (2), (3) and (4). Given the preferences, one can simulate new choices under a reformed budget constraint. In choosing the (direct or indirect) specification of the preferences or of the labour supply function, typically a trade-off between
flexibility and analytical tractability has to be faced: in this respect, a very useful reference is Stern (1986).

2.2.1. **Dealing with corner solutions**

If the analysis includes the possibility of corner solutions, the optimal labour supply $h^*$ solves

$$\begin{align*}
\max_{c,h} & \quad u(c,h) \\
\text{s.t.} & \quad c = wh + I \\
& \quad h \geq 0
\end{align*}$$

If $h(w,I)$ solves $\max_{c,h} u(c,h) \text{ s.t. } c = wh + I$ then it is easily verified that

$$h^* = \begin{cases} h(w,I) & \text{if } h(w,I) > 0 \\ 0 & \text{if } h(w,I) \leq 0 \end{cases}$$

In view of the empirical analysis, usually we must account for unobserved (by the analyst) heterogeneity of preferences and/or for measurement/optimization errors.

Heterogeneity of preferences can be introduced into the labour supply function by assuming that one or more of its parameters depend on observed and/or unobserved variables. For example, $h(w,I)$ might be specified as:

$$h(w,I) = \eta(w,I) + \varepsilon_1$$

where $\eta(w,I)$ is a function of observed variables and $\varepsilon_1$ is a random variable that accounts for unobserved heterogeneity of preferences. If $\varepsilon_1$ is the only source of randomness from the analyst’s point-of-view, then the analyst is assuming that the observed value $h$ is uniquely generated by the solution of problem (3). During the pre-Heckman era, it was common to simply use OLS on the sample with positive values of $h$.

Heckman (1974a) adopts a Tobit-like approach: assuming $\varepsilon_1 \sim N(0,\sigma^2)$ the contribution to the likelihood is $\phi \frac{h - \eta(w,I)}{\sigma}$ if the household works $h$ hours and $\Phi \frac{-\eta(w,I)}{\sigma}$ if the household does not work. Alternatively, one might use Selection-Corrected Least Squares as elaborated by Heckman (1979).

2.2.2. **Dealing with unobserved wage rates**

Parallel to the corner solutions, we face the problem of unobserved wage rates for those who do not work. One could use a two-equation ‘Tobit’ as in Heckman (1974a) or adopt a multi-step selection-correction approach (Heckman, 1979), namely: estimate a wage equation (corrected for
non-random sample selection) on the working sub-sample; compute the systematic part of the wage equation and impute it to everyone. The random error of the wage equation can be accounted for in different ways depending on the functional form of \( \eta(w,I) \) and on the assumptions made on correlation between the wage equation and the hours equation.

2.2.3. Optimization errors, involuntary unemployment, quantity constraints

Measurement or optimization errors can also be accounted for. For example, we might assume that what we observe is

\[ h = h^* + \epsilon_2 \]  

where \( h^* \) is the desired choice and \( \epsilon_2 \) is a random variable that accounts for the analyst’s inability to accurately measure the choice made and/or for the decision maker’s inability to implement the optimal choice. The measurement/optimization error can be specified in different ways depending on what we assume about the process that generates it. For example, a common assumption is that if desired hours are positive then it can happen that actual hours are different and possibly even equal to 0; however, if desired hours are 0, then also actual hours are 0. According to these assumptions, we then have:

\[
\begin{cases} 
\eta(w, I) + \epsilon_1 + \epsilon_2 & \text{if } \eta(w, I) + \epsilon_1 > 0 \text{ and } \eta(w, I) + \epsilon_1 + \epsilon_2 > 0 \\
0 & \text{otherwise}
\end{cases}
\]  

Specification (7) also accounts for involuntary unemployment, that is the event: \( \eta(w, I) + \epsilon_1 > 0 \) and \( \eta(w, I) + \epsilon_1 + \epsilon_2 < 0 \). Alternatively, one could specify a complementary equation that generates involuntary unemployment, for example as in Blundell, Ham, and Meghir (1987).

A different perspective to look at the possible divergence between optimal and observed hours is to think of workers as ‘captive’ to certain choices, as in Harris and Duncan (2002). Some authors, within the ‘marginalist’ approach, have exploited datasets containing explicit information on quantity constraints in the opportunity sets, for example Ham (1982), Colombino and Zabalza (1982), Colombino (1985), Altonji and Paxson (1988) and Ilmakunnas and Pudney (1990).

2.2.4. Non-linear budget constraints

Let us consider the following modification of problem (2):

\[
\begin{align*}
\max_{c,h} & \quad u(c, h) \\
\text{s.t.} & \quad c = f (w, h, I)
\end{align*}
\]  

\( \begin{align*} 
\max_{c,h} & \quad u(c, h) \\
\text{s.t.} & \quad c = f (w, h, I)
\end{align*} \)
Here the function \( f(.,.) \) represents the tax-benefit rule, that is the rule according to which the gross earnings \( wh \) and the exogenous gross income \( I \) are turned into net available income \( c \) (consumption). If \( u(.,.) \) and \( f(.,.) \) are differentiable, \( u(.,.) \) is quasi-concave and \( f(.,.) \) is concave in \( h \) (i.e. the budget set is convex), then the following condition (together with the budget constraint) is necessary and sufficient for a (interior) solution of problem (8):

\[
- \frac{\partial u}{\partial c} \frac{\partial c}{\partial h} = \frac{\partial f}{\partial h} \tag{9}
\]

The condition is not sufficient anymore if \( u(.,.) \) is not quasi-concave and/or the budget set is not concave. In these cases, the sufficient conditions for identifying a solution might become very cumbersome and unpractical to use in applied research. Of course, also the non-differentiability of \( f(.,.) \) creates problems. However, most actual or reformed tax-benefit rules belong to the piecewise linear family, that is they can be represented as a combination of linear segments. Starting with Burtless and Hausman (1978), a procedure has been designed for identifying the solution on convex budget sets defined by piecewise linear constraints. Let us suppose that as long as the consumer’s earnings do not exceed a certain amount \( E \), she is not required to pay taxes on her earnings. However, for every Euro of earnings above \( E \) she has to pay taxes according to a marginal tax rate \( \tau \). The first segment has slope \( w \), the second segment has slope equal to \( w(1-\tau) \). It is useful to define

\[
H = \frac{E}{w} \quad \text{hours of work corresponding to the ’kink’},
\]

and \( I + E - w(1-\tau)H = I + E\tau = ’\text{virtual’}’ \) exogenous income associated to the second segment (i.e. the intercept of the line that lies on the second segment). Note that the exogenous income associated to the first segment is instead \( I \), which is assumed to be tax-free.

Then the problem is:

\[
\begin{align*}
\max_{c,h} & \quad u(c,h) \\
\text{s.t.} & \quad c \leq I + wh \\
& \quad c \leq I + E\tau + w(1-\tau)h \\
& \quad h \geq 0
\end{align*} \tag{10}
\]

Now define \( h(n,q) \) as the ‘virtual’ labour supply given a wage rate \( n \) and an exogenous income \( q \), that is the value of \( h \) that solves the problem

\[
\begin{align*}
\max_{c,h} & \quad u(c,h) \\
\text{s.t.} & \quad c = q + nh
\end{align*} \tag{11}
\]
The solution to problem (10) is then characterized as follows:

\[
    h^* = \begin{cases} 
        0 & \text{if } h(w, I) \leq 0 \\
        h(w, I) & \text{if } 0 < h(w, I) < H \\
        H & \text{if } h(w, I) \geq H \text{ and } h(w(1-\tau), I + \varepsilon_\tau) \leq H \\
        h(w(1-\tau), I + \varepsilon_\tau) & \text{if } h(w(1-\tau), I + \varepsilon_\tau) > H 
    \end{cases}
\]

The same procedure can be used to characterize the solution when the problem involves more than two segments and can be extended (with due modifications) to cases with non-convex budget sets. The method originally proposed by Heckman (1974b) also adopts a very similar logic.

The structural ‘marginalist’ approach can be extended in many directions. Instead of representing the budget constraint with a combination of linear segments (which in most cases in fact correspond to the real system), one could use a smooth non-linear approximation (e.g. Flood & MaCurdy, 1992). Random components capturing preference heterogeneity and/or measurement/optimization errors can be specified in a way similar to what illustrated in the linear budget constraint case. In principle it can also be extended to cover simultaneous household decisions, although most of the applications treat unconditional husband’s decisions or wife’s decisions conditional on husband’s ones. Useful presentations are provided by Hausman (1979, 1985a), Moffitt (1986), Heckman and MaCurdy (1986) and Blundell and MaCurdy (1999). Duncan and Stark (2000) have developed an algorithm for generating piecewise linear budget constraints for estimation or simulation purposes. Applications to different countries and different tax-benefit rules and reforms include Burtless and Hausman (1978), Hausman (1979, 1980, 1985a, 1985b), Blomquist (1983), Zabalza (1983), Arrufat and Zabalza (1986), Blomquist and Hansson-Brusewitz (1990), Bourguignon and Magnac (1990), Colombino and Del Boca (1990), MaCurdy, Green, and Paarsch (1993), Triest (1990), Van Soest, Woittiez, and Kapteyn (1990) and Bloemen and Kapteyn (2008). More general surveys, also covering contributions that belong to the structural ‘marginalist’ approach, include Blundell and MaCurdy (1999), Blundell et al. (2007), Meghir and Phillips (2008) and Keane (2011).

In the second half of the 1980s the structural ‘marginalist’ approach was thought to be a dominating paradigm and a special number of the Journal of Human Resources (1990) was dedicated to applications of this method to various countries. The same issue of the JHR, however, also collects most of the critiques that eventually led to adopting alternative approaches. The method proposed by Heckman as well as the method

---

3 Hausman and Wise (1980), although applied to the demand for housing and not to labour supply, is a very clear illustration of how the structural marginalist approach can be applied to non-convex budget sets.
proposed by Hausman and co-authors in practice turn out to be not so easily applicable to problems that are more complicated than those for which they were originally exemplified. First, the application is general and straightforward with convex budget sets (e.g. those generated by progressive taxation) and a two-good case (e.g. leisure and consumption in the individual labour supply model). Instead, it is more case-specific and tends to become computationally cumbersome when the decision makers face non-convex budget sets and/or when more than two goods are choice variables (e.g. in the case of a many-person household). Second, in view of the computational problems, the above approach essentially forces the researcher to choose relatively simple specifications for the utility function or the labour supply functions. Third, computational and statistical consistency of ML estimation of the model requires imposing a priori the quasi-concavity of the utility function (e.g. Kapteyn, Kooreman, & van Soest, 1990; MaCurdy et al., 1993).4

As a response to the problems mentioned above, since the early 1990s researchers have made use of another innovative research effort which matured in the first half of the 1970s, that is the random utility maximization (RUM) model or some variations of it developed by McFadden (1974, 1984). The crucial advantage of this approach is that the solution of the utility maximization problem is represented in terms of comparisons of absolute values of utility rather than in terms of marginal variations of utility, and it is not affected by the specification of the utility function nor of the tax-benefit rule. This approach is very convenient when compared to the previous ones, since it does not require going through complicated Kuhn–Tucker conditions involving derivatives of the utility function and of the budget constraints. Therefore, it is not affected by the complexity of the rule that defines the budget set or by how many goods are contained in the utility function. Equally important, the deterministic part of the utility function can be specified in a very flexible way without worrying about the computational problems. The most popular version adopts the Extreme Value distribution for the stochastic component, which leads to an easy and intuitive expression for the probability that any particular alternative is chosen (i.e. the Multinomial or Conditional Logit model).

2.3. The random utility maximization approach

As a response to the problems mentioned above, since the early 1990s researchers have made use of another innovative research effort which matured in the first half of the 1970s, that is the random utility maximization (RUM) model or some variations of it developed by McFadden (1974, 1984). The crucial advantage of this approach is that the solution of the utility maximization problem is represented in terms of comparisons of absolute values of utility rather than in terms of marginal variations of utility, and it is not affected by the specification of the utility function nor of the tax-benefit rule. This approach is very convenient when compared to the previous ones, since it does not require going through complicated Kuhn–Tucker conditions involving derivatives of the utility function and of the budget constraints. Therefore, it is not affected by the complexity of the rule that defines the budget set or by how many goods are contained in the utility function. Equally important, the deterministic part of the utility function can be specified in a very flexible way without worrying about the computational problems. The most popular version adopts the Extreme Value distribution for the stochastic component, which leads to an easy and intuitive expression for the probability that any particular alternative is chosen (i.e. the Multinomial or Conditional Logit model).

4 The simultaneous household decision model Hausman and Ruud (1984) has essentially remained an isolated contribution. On the difficulties of applying the ‘marginalist’ approach outside the simplest scenarios, see also Bloemen and Kapteyn (2008).
2.3.1. The discrete choice model

This approach essentially consists in representing the budget set with a set of discrete alternatives or jobs. Early and path-breaking contributions include Zabalza et al. (1980), where labour supply is represented in terms of probabilities of choosing alternative hours of work or alternative jobs. This contribution, however, is essentially an ordinal probit analysis. Especially in view of modelling simultaneous household decisions, the Conditional Multinomial Logit model is much more convenient. This is the line chosen by Van Soest (1995). Although this very influential contribution can be classified as belonging to the RUM family, we denote it more specifically as a Discrete Choice (DC) model. First, the discreteness of the opportunity set is a distinctive feature of it (this is not the case in general for RUM models). Second, the random term that generates the probabilistic choices is given an eclectic interpretation that includes both the RUM-McFadden (1974, 1984) interpretation and the optimization error interpretation (the latter leading to a non-random utility model). Besides Van Soest (1995), many contributions have adopted the DC model during the last two decades. Among others: Duncan and Giles (1996), Bingley and Walker (1997), Blundell, Duncan, McCrae, and Meghir (2000), Van Soest, Das, and Gong (2002), Creedy, Kalb, and Scutella (2006), Haan and Steiner (2005), Brewer, Duncan, Shephard, and Suarez (2006), Labeaga, Oliver, and Spadaro (2008), Fuest, Peichl, and Schaefer (2008), Haan and Wrohlich (2011), Blundell and Shephard (2012), Bargain, Decoster, et al. (2013), and Bargain, Orsini, and Peichl (2014).

The DC model typically treats (also) couples with simultaneous decisions of the two partners, but in order to keep the illustration simple, we will discuss the singles case below: the extension to couples is straightforward. The household chooses among \( H + 1 \) alternatives or \( h = 0, 1, \ldots, T \). The utility derived from alternative \( h \) is first defined as non-stochastic, \( v(f(wh, I), h) \), where \( w \) is the fixed (individual-specific) gross wage rate, \( I \) is the exogenous income and \( f(...) \) is the tax-transfer rule that transforms gross incomes into net available income. In order to model the observed hours of work as the result of a probabilistic process, a random variable \( \varepsilon \) is added to the previously defined utility function: \( v(f(wh, I), h)+\varepsilon \). As mentioned above, the random term is typically given two different interpretations (e.g. Van Soest, 1995): (i) the utility contribution of unobserved characteristics of the alternative choices; (ii) a measurement/optimization error. Interpretation (i) is compatible with the classic RUM interpretation and implies that the household are observed as choosing exactly what they prefer, and what they prefer is decided on the basis of \( v(f(wh, I), h)+\varepsilon \). Interpretation (ii) instead implies that the household’s preference are measured by \( v(f(wh, I), h) \) but the alternative to which they are matched does not maximize \( v(f(wh, I), h) \) but rather \( v(f(wh, I), h)+\varepsilon \): this might happen because they make errors or because some other unexpected process...
displaces them from the preferred choices. The two interpretations, in principle, have also different implications in view of the simulation and of the welfare evaluation. The contributions adopting the DC approach stress the importance of a very flexible specification of \(v(f(wh, I), h)\) and of checking for its quasi-concavity (e.g. Van Soest, 1995; Van Soest et al., 2002). This focus of attention suggests that this approach tends to consider \(v(f(wh, I), h)\) as the true utility function and \(\varepsilon\) as a measurement/optimization error. Consistently, preference heterogeneity is preferably introduced through random preference parameters.

By assuming that \(\varepsilon\) is i.i.d. Type I Extreme Value, one gets the Multinomial Logit or Conditional Logit expression for the probability that the household is observed working \(h\) hours:

\[
P(h) = \frac{\exp \{v(f(wh, I), h)\}}{\sum_{j=0}^{T} \exp \{v(f(wh, I), h)\}}
\]

Model (13) usually does not fit labour supply data very well. For example Van Soest (1995) notes that the model over-predicts the number of people working part-time. More generally, certain types of jobs might differ according to a number of systematic factors that are not accounted for by the observed variables contained in \(v\): (a) availability or density of job-types; (b) fixed costs; (c) search costs; (d) systematic utility components. In order to account for these factors the following ‘dummies refinement’ can be adopted. Let us define subsets \(S_0, ..., S_L\) of the set \((0, 1, ..., H)\). Clearly, the definition of the subsets should reflect some hypothesis upon the differences between the values of \(h\) with respect to the factors (a) and (b) mentioned above. Now we specify the choice probability as follows:

\[
P(h) = \frac{\exp \{v(f(wh, I), h) + \sum_{\ell} \gamma_\ell I(h \in S_\ell)\}}{\sum_{j=0}^{T} \exp \{v(f(wh, I), h) + \sum_{\ell} \gamma_\ell I(y \in S_\ell)\}}
\]

A motivation for interpreting \(\varepsilon\) as a measurement/optimization error in DC models is the relatively small number of values of \(h\) that are typically allowed to belong to the opportunity set, in many cases just three (non-participation, part-time and full-time). Since the observed distribution of hours worked is much more dispersed, it makes sense to allow for a measurement/optimization error.

The derivation of the Conditional Logit expression for utility maximization under the assumption that the utility random components are i.i.d. Type I extreme value distributed is due to McFadden (1974). It is conventional to call Conditional Logit a Multinomial Logit model with generic attributes (i.e. attributes – like hours or income – whose values vary across alternatives).
where I(e)=1 iff e is true. Many papers have adopted this refinement, for example Van Soest (1995), Callan and Van Soest (1996) and Kalb (2000) among others. Aaberge et al. (1995, 1999), Dagsvik and Strøm (2006), Colombino, Locatelli, Narazani, and O’Donoghue (2010) and Colombino (2013) also implement a similar procedure, which however is based on a specific structural interpretation of the dummies and of their coefficients (see expressions (21) and (22)). An alternative adjustment consists of imputing a monetary cost (or benefit) to some ranges of work hours:

\[
P(h) = \frac{\exp[v(f(wh, I) + \sum_{c} c_{r} 1(h \in S_{c}), h)]}{\sum_{y=0}^{y} \exp[v(f(wy, I) + \sum_{c} c_{r} 1(y \in S_{c}), y)]}
\]

A popular specification of the (15)-type is interpreted as accounting for fixed costs of working c (e.g. Duncan & Harris, 2002; see also the survey by Blundell et al., 2007).

2.3.2. The random utility – Random opportunities model

The Random Utility–Random Opportunities (RURO) model is an extension of McFadden’s RUM model. The utility is assumed to be of the following form:

\[
U(f(wh, I), h, j) = v(f(wh, I), h) + \epsilon(w, h, j)
\]

where h is hours of work, w is the wage rate, I is the exogenous income, f is a tax-transfer function that transforms gross incomes into net income, j is a variable that captures other job and/or individual characteristics and \(\epsilon\) is a random variable that varies across market and non-market alternatives.

A first difference with respect to the DC model is that the utility function is directly specified as stochastic. The random component is interpreted as in McFadden’s (1974) presentations of the Conditional Logit model: besides the observed characteristics, there are other characteristics j of the job or of the household-job match that are observed by the household but not by the econometrician. Commuting time or required skill (when not observed by the analyst) are possible examples of the characteristics captured by j. Their effect upon utility is captured by \(\epsilon(w,h,j)\).

Second, the households maximize their utility by choosing not simply hours but rather opportunities (‘jobs’) defined by hours of work h, wage rates w (which can change across jobs for the same household) and other unobserved (by the analyst) attributes j. In the DC model, the households’ choices (how many hours of work) are analogous to the choices of a consumer deciding how many units of a consumption good (like meat, milk or gasoline) to buy every week. In the RURO model, the household is closer to the McFadden’s commuter choosing among car, train or the
BART shuttle when travelling along the San Francisco Bay (Domencich & McFadden, 1975) or to the McFadden’s household choosing among different apartment in different locations (McFadden, 1978).

Third, besides not observing the other job characteristics \( j \), the analyst does not know exactly which and how many jobs are contained in the household opportunity set; therefore the opportunity set can be seen as random from the analyst’s viewpoint. The opportunity set will in general contain more than one job of the same \((w,h)\) type. These jobs will differ depending on the value of other unobserved (by the analyst) attributes. This implies that the number (or the density) of jobs belonging to the different types will plays a crucial role in the model.

In Aaberge et al. (1995) the range of values of \((w,h)\) is assumed to be continuous. Let \( B \) be the set of admissible values of \((w,h)\) and \( p(x,y) \) the density of jobs of type \((x,y)\). The household chooses \( h \) and \( j \) so as to maximize \( v(f(wh,I),h) + \varepsilon(j) \). Then it turns out that we get the (continuous) conditional logit expression for the probability density function of a \((w,h)\) choice:

\[
q(w,h) = \frac{\exp \left\{ v(f(wh,I),h) \right\} p(w,h)}{\int_{(x,y) \in B} \exp \left\{ v(f(xy,I),y) \right\} p(x,y) \, dx \, dy}
\]

Expression (17) is based on Dagsvik (1994). The model is close to the continuous spatial model developed by Ben-Akiva and Watanatada (1981). It can also be seen as an extension of the McFadden’s Conditional Logit model where the systematic utility of a job type \((w,h)\) is ‘weighted’ by the number of jobs of that type available in the opportunity set. On the foundations and various applications of RURO models, see also Dagsvik (2000) and Dagsvik et al. (2014). Aaberge et al. (1999) formally derive a discrete version of model (17):

\[
q_d(w,h) = \frac{\exp \left\{ v(f(wh,I),h) \right\} p(w,h)}{\sum_{(x,y) \in B} \exp \left\{ v(f(xy,I),y) \right\} p(x,y)}
\]

The discrete version can be interpreted either as a more realistic representation or as computational simplification of the continuous version.7

---

7 Tummers and Woittiez (1991) and Dickens and Lundberg (1993) develop labour supply models not based on the same stochastic assumptions as RURO’s where different hours of work have a different probability of being available and thus have some similarity with model (18). An alternative way to account for quantity constraints in the opportunity set is developed by Harris and Duncan (2002).
So far, in all the applications of the RURO the opportunity density \( p(w,h) \) is first factorized as

\[
p(w,h) = \begin{cases} 
p_1 g_1(h) g_2(w) & \text{if } h > 0 \\
1 - p_1 & \text{if } h = 0 \end{cases}
\] (19)

where \( p_1 \) denotes the density of alternatives with \( h > 0 \), that is market jobs, and \( g_1(h) \) and \( g_2(w) \) are the densities of \( w \) and \( h \) conditional on \( h > 0 \). The conditional density of hours is specified as uniform-with-peaks (to be estimated) corresponding to part-time and full-time. The conditional density of wage rates is assumed to be log-normal. Details can be found in the work by Aaberge et al. (1995, 1999, 2013). All the densities \( p_1, g_1(h), g_2(w) \) and the density of \( w \) can depend on household or job characteristics.

From expressions (13) and (18), we can see that the solution of the utility maximization problem is expressed in terms of comparisons of absolute values of utility rather than in terms of marginal variations of utility and it is not affected by the specification of \( v(.,.) \) or \( f(.,.) \). One can choose relatively general and complicated specifications for \( v \) and/or accounting for complex tax-transfer rules \( f \) without affecting the characterization of behaviour and without significantly affect the computational burden involved by the estimation or simulation of the model. This holds for both the DC model and the RURO model (whether in continuous or discrete version). It is not often realized in the literature that the advantages of the RUM approach are due more to the representation of choice as the maximization of a random utility, rather than to the discreteness of the choice set.

Note that expression (13) can be seen as a special case of expression (18) when the wage rate \( w \) is treated as a fixed characteristic of the household (invariant with respect to the alternatives) and \( p(x,y) = \text{constant} \) for all \( (x,y) \).

It is also useful to observe that the opportunity density \( p(x,y) \) can be specified in such a way that expression (18) reduces to a DC model with dummies refinement. For example, Colombino (2013) starts by considering a model with fixed individual-specific wage rates:

\[
q(h) = \frac{\exp \{ v(f(wh,I),y) \} p(h)}{\sum_{y \in B} \exp \{ v(f(wy,I),y) \} p(y)}
\] (20)

By specifying the opportunity density \( p(y) \) as uniform-with-peaks, we get the following expression:

\[
q(h) = \frac{\exp \left\{ v(f(wh,I),h) + \sum_{\ell=1}^{L} \gamma_{\ell}1(h > 0) \right\} \gamma_{0}1(h > 0) + \sum_{\ell=1}^{L} \gamma_{\ell}1(h \in S_{\ell})}{\sum_{y \in B} \exp \{ v(f(wy,I),x) + \gamma_{0}1(y > 0) + \sum_{\ell=1}^{L} \gamma_{\ell}1(y \in S_{\ell}) \}}
\] (21)
with

\[
\gamma_0 = \ln J + A_0, \quad \gamma_\ell = \ln \left( \frac{J_\ell}{J} \right) + A_\ell
\]  

(22)

\(J\) = number of alternatives with \(h > 0\),

\(J_\ell\) = number of alternatives with \(h \in S_\ell\) (e.g. \(S_\ell\) might be the set of hours values classified as 'part-time'),

\(A_0\) and \(A_\ell\) are constants.

Expression (21) is formally equivalent to the DC model with the ‘dummies refinement’: however, here the coefficients \(\gamma\) have a specific structural interpretation, which — as we will see in the section dedicated to policy simulation — can be used to develop an equilibrium simulation procedure.

2.3.3. The representation of the opportunity set

In the continuous version of the RURO model, the opportunity set in principle can contain the whole positive quadrant, that is all the positive values of \((w, h)\). If instead one adopts a discrete representation of the choice set (as in the DC model or as in the (18)-version of the RURO model) then one has to decide which alternatives are to be included in the opportunity set (besides the chosen alternative). DC models typically assume the opportunity set is fixed and imputed to every household. For example, one might divide the hours interval \((0, T)\) into equal sub-intervals and pick one value in each sub-interval (e.g. the midpoint, or a randomly chosen point). The wage rate is also fixed and household-specific: therefore, for every value \(h\), the corresponding gross earnings are equal to \(wh\). In the RURO models, the opportunity set is unknown since the opportunity density \(p(w, h)\) must be estimated. The opportunity set used in the estimation (and in the simulations) can then be interpreted as a sample drawn from an unknown population. Therefore, the sampling method emerges as a relevant issue. Aaberge et al. (1995, 1999), Aaberge, Colombino, and Strom (2004), Aaberge et al. (2013) sample alternative \((w, h)\) values from a pre-estimated density \(q(w, h)\) and, following McFadden (1978) and Ben-Akiva and Lerman (1985), and use a re-weighted version of expression (18):

\[
q(w, h) = \frac{\exp \{ x(f(wh, I), h) \} p(w, h) / q(w, h)}{\sum_{(x,y) \in \hat{B}} \exp \{ x(f(x, y), I), y) \} p(x, y) / q(x, y)}
\]  

(23)

where \(\hat{B}\) is the set of sampled alternatives. Expression (23) can also be interpreted as a computational approximation to expression (17). The same method is explained in detail and applied by Train, McFadden, and Ben-Akiva (1987). Aaberge et al. (2009) discuss and evaluate different methods of representing the opportunity set and find that they might have an important impact on the results of the policy simulation.
2.3.4. Unobserved wage rates

As in the ‘marginalist’ approach, also in the RUM approach the problem of unobserved wage rates for those who are not working can be solved either with a simultaneous procedure or with a two-step procedure. When adopting a simultaneous estimation with a DC model, one should also treat the wage rate w as an endogenous outcome and account for the fact that w is not observed for the non-workers in the sample. For that purpose we must specify a probability density function \( m(w) \). Starting from expression (13), the likelihood of an observation with non-zero hours \( h \) and wage rate \( w \) would then be:

\[
P(w, h) = \frac{\exp\{v(f(wh, I), h)\} m(w)}{\sum_{k=0}^{\infty} \exp\{v(f(wk, I), k)\}}
\]

(24)

The likelihood of an observation with \( h=0 \) and unobserved wage rate would instead be:

\[
P(h=0) = \int \frac{\exp\{v(f(0, I), 0)\} m(w)}{\sum_{k=0}^{\infty} \exp\{v(f(wk, I), k)\}} dw
\]

(25)

In RURO models, the wage rate is endogenous from the very start. Therefore (in the continuous version), the likelihood of a choice \((w,h)\) is given by (18) or (23). For example, by inserting (19) into (18) we get

\[
\frac{\exp\{v(f(wh, I), h)\} p_{1G1}(h) G2(w)}{\exp\{v(f(0, I), 0)\} (1-p_1) + \sum_{(x,y)\neq 0} \exp\{v(f(xy, I), y)\} p_{1G1}(y) G2(s) dx dy}
\]

if \( h > 0 \)

\[
\frac{\exp\{v(f(0, I), 0)\} (1-p_1)}{\sum_{(x,y)\neq 0} \exp\{v(f(xy, I), y)\} p_{1G1}(y) G2(s) dx dy}
\]

if \( h = 0 \)

(26)

Alternatively, one could use a two-step procedure for imputing unobserved wages. In the first step, the wage equation is estimated. In the second step, the predicted wage rate replaces the missing values (or, alternatively, both the missing and the observed values). The random term of the wage equation is added to the systematic part and integrated (or ‘averaged’) out with a simulation procedure (e.g. Van Soest, 1995). Löffler, Peichl, and Siegloch (2013) illustrate that the estimated labour supply elasticities can be very sensitive to the way unobserved wage rates are treated.

Both the simultaneous and the two-steps procedures illustrated above assume that the random term of the wage equation is uncorrelated with the random term of the utility function. However, one might want to allow for a correlation of the wage rate random component with one or
more random parameters of $v(f(w,h), h)$ — due, for example, to a dependence of the wage rate on previous decisions — (e.g. Blundell & Shephard, 2012; Breunig, Cobb-Clark, & Gong, 2008; Gong & Van Soest, 2002; Löffler et al., 2013).

2.3.5. Involuntary unemployment

Apparently, RUM-type models do not leave much space to the possibility of involuntary unemployment, since also $h = 0$ is an optimal choice (non-participation). If, however, $\varepsilon$ is interpreted as an optimization error rather than as part of the utility, then some of the individuals with $h = 0$ might be interpreted as involuntary unemployed. Maybe they could be identified as those with $h = 0$ and systematic utility sufficiently close (in some sense) to the systematic utility of those with $h > 0$. To the best of our knowledge, this line of research has never been pursued. Instead, some contributions have taken involuntary unemployment into account by complementing the basic DC model with an exogenous latent index equation (Blundell et al., 2000). Euwals and van Soest (1999) have used subjective evaluations together with observed outcome to model the differences between actual and desired labour supply. In RURO models, $\varepsilon$ is strictly interpreted as part of the utility function and therefore $h = 0$ is an optimal choice. However, there is a sense in which these models also account for involuntary unemployment: the opportunity density $p(w, h)$ allows for a different availability of different opportunities to different households, therefore it can happen that some households have no (or very few) available opportunities with $h > 0$.

2.3.6. Generalizations and developments

Both the DC and the RURO model can be easily generalized to include several dimensions of choice. Besides simultaneous decisions on the part of partners in a couple, one might include other decisions such as: labour supply of other members of the household, consumption of goods and services, fertility, choice of child-care mode, sector of employment, other dimensions of labour supply (occupational choice, educational choices, job search activities, etc.) and so on. For example, Aaberge, Colombino, Strom, and Wennemo (2007), Aaberge and Colombino (2006, 2013) and Dagsvik and Strom (2006), and Dagsvik, Locatelli, and Strom (2009) include the choice between private sector and public sector employment; Kornstad and Thoresen (2007) model the simultaneous choice of labour supply and child-care; Haan and Wrohlich (2011) analyse fertility and employment, Flood, Hansen, and Wahlberg (2004), Hoynes (1996) and Aaberge and Flood (2013) analyse labour supply and welfare participation.

A potential limitation of the RUM models based on the independent and identical extreme value distribution for the random component $\varepsilon$ is the Independence-of-Irrelevant-Alternatives assumption, which in turn
RUM modelling strategy:

(i) Stochastic dynamic programming (SDP) models, for example Miller and Sanders (1997), Wolpin (1996), Grogger (2003), Swann (2005), Todd and Wolpin (2006), Keane and Wolpin (2002a, 2002b), Keane (2011), Keane, Todd, and Wolpin (2011). There are various motivations for using SDP models. First, many choices notably human capital decisions, occupational choices, fertility, etc. have important intertemporal implications: namely, the effects of decisions taken today have important effects in the future (e.g. Miller & Sanders, 1997). Second, many policies have an intrinsic intertemporal dimension, for example there might be time limits, or it might be that the amount of services I decide to get today affects the amount of services I can get tomorrow (Swann, 2005). Third, an important source of uncertainty in current decisions is the expectation of future changes in policies, for example expectations on whether a certain policy is temporary or permanent (Keane & Wolpin, 2002a, 2002b).

(ii) Non-unitary models of household behaviour, where the household is not represented as a fictitious individual but rather as a set of individuals who somehow arrive at a collective decision. A major aim is developing models that can analyse intra-household allocation of resources (e.g. among genders) and the effects of policies upon different member of the households. As to the way of modelling the process that leads to the collective decision, there are two main lines of research: (i) The ‘sharing rule’ approach, for example Chiappori (1988, 1992), Donni (2003, 2007), Vermeulen (2005), Vermeulen et al. (2006), Bloemen (2010). Here, the intra-household allocation process is given a ‘reduced form’ representation: this way of proceeding requires minimal a priori assumptions (namely, the household attains, somehow, a Pareto-efficient allocation), but in principle makes the model not applicable to ex-ante policy evaluation, unless one is prepared to assume that the ‘sharing rule’ is policy-invariant; (ii) The

Due to space limitations, we can only mention two important developments in labour supply analysis which also, recently, tend to adopt the RUM modelling strategy:

(i) Stochastic dynamic programming (SDP) models, for example Miller and Sanders (1997), Wolpin (1996), Grogger (2003), Swann (2005), Todd and Wolpin (2006), Keane and Wolpin (2002a, 2002b), Keane (2011), Keane, Todd, and Wolpin (2011). There are various motivations for using SDP models. First, many choices notably human capital decisions, occupational choices, fertility, etc. have important intertemporal implications: namely, the effects of decisions taken today have important effects in the future (e.g. Miller & Sanders, 1997). Second, many policies have an intrinsic intertemporal dimension, for example there might be time limits, or it might be that the amount of services I decide to get today affects the amount of services I can get tomorrow (Swann, 2005). Third, an important source of uncertainty in current decisions is the expectation of future changes in policies, for example expectations on whether a certain policy is temporary or permanent (Keane & Wolpin, 2002a, 2002b).

(ii) Non-unitary models of household behaviour, where the household is not represented as a fictitious individual but rather as a set of individuals who somehow arrive at a collective decision. A major aim is developing models that can analyse intra-household allocation of resources (e.g. among genders) and the effects of policies upon different member of the households. As to the way of modelling the process that leads to the collective decision, there are two main lines of research: (i) The ‘sharing rule’ approach, for example Chiappori (1988, 1992), Donni (2003, 2007), Vermeulen (2005), Vermeulen et al. (2006), Bloemen (2010). Here, the intra-household allocation process is given a ‘reduced form’ representation: this way of proceeding requires minimal a priori assumptions (namely, the household attains, somehow, a Pareto-efficient allocation), but in principle makes the model not applicable to ex-ante policy evaluation, unless one is prepared to assume that the ‘sharing rule’ is policy-invariant; (ii) The

implies restrictions on the behavioural responses (e.g. Ben-Akiva & Lerman, 1985). Some contributions have opted for alternative distributional assumptions (e.g. Keane & Moffitt, 1998). However, advances with simulation-based methods (Train, 2009), have made it feasible to overcome this limitation by assuming GEV distributions (e.g. Nested Logit models) or random parameters, while preserving the main convenient analytical advantages of the extreme value distributions. By assuming that one or more preference parameters are random, one gets the so-called Mixed Logit model (McFadden & Train, 2000). When it comes to RURO models, expressions (17) and (18) are also close to a Mixed Logit model since the wage rate w is random. See also the survey by Keane and Wasi (2013).
explicit structural representation of intra-household allocation process. For example, McElroy and Horney (1981) have proposed Nash bargaining. Other types of solution are of course possible. So far, this second approach has been much less popular than the ‘sharing rule’ one, although its structural character makes it more promising in view of policy simulation (e.g. Bargain & Moreau, 2013; Del Boca & Flinn, 2012; Hernæs, Jia, & Strøm, 2001).

2.4. How reliable are structural models?

Many authors have raised doubts upon the reliability of structural models as compared with the (supposed) robustness of evidence produced by (ex-post) experimental or quasi-experimental analysis (e.g. Bargain & Doorley, 2013; Blundell, Duncan, & Meghir, 1998; Brewer et al., 2006). Provided we want ex-ante policy evaluation, the issue is twofold:

(i) Are there alternatives to structural models?
(ii) How do we evaluate structural models and how do they compare with other approaches?

When answering question (i) one has to carefully distinguish between type of data and type of models (or parameters) to be estimated. Often we observe a tendency to associate structural models with observational data and ex-post programme evaluation with experimental or quasi-experimental data. Although this is what goes on in most cases, in principle nothing prevents the use of experimental or quasi-experimental data for the estimation of structural models. Another possible source of confusion comes from erroneously associating structural modelling with the use of convenient parametric functional forms: although this might be a common practice, most of the research done on non-parametric estimation addressed to policy evaluation is definitely structural (e.g. Blomquist & Newey, 2002; Manski, 2012; Matzkin, 2013; Todd & Wolpin, 2008; Varian, 2012). What counts in view of ex-ante evaluation is that a set of relevant parameters (or primitives) be identified as policy independent (Hurwicz, 1962). Depending on the class of policies we are interested in, different sets or combinations of parameters might be sufficient for the purpose (Marschak, 1953). Of course, the point is that in general experimental or quasi-experimental data, by themselves, are not sufficient to identify policy-invariant parameters. For that purpose they must be analysed by a model, either in explicit form (e.g. Bargain & Doorley, 2013; Card & Hyslop, 2005; Todd & Wolpin, 2006), or in an implicit form — as for example with ‘statistical extrapolation’ (e.g. Chetty, 2009). The availability of experimental or quasi-experimental evidence promises to improve the internal validity (or the identification conditions) of the model, but does not overcome the need for a structural approach. Therefore, the answer to question (i) is negative: ex-ante evaluation
requires a structural model, whether parametric or non-parametric, explicit or implicit, estimated on observational or (quasi-) experimental data, etc. It is fair to say, however, that more effort would be desirable on developing models or analysis that somehow go beyond the mainstream of a parametric model estimated on observational data. Let us turn to question (ii). The structural econometric community has abandoned the ideal of the correct specification. Models are approximations. Ordinary statistical testing is informative on the precision of the parameter estimates of the model but less so on how useful the estimated model is. This pragmatic approach would seem to entail a shift of focus from the issue of identification to the issues of external validation and out-of-sample prediction performance (Keane, 2010; Wolpin, 2007), although this conclusion is debatable (e.g. Blundell, 2010; Imbens, 2010). The amount of out-of-sample testing so far is limited (e.g. Aaberge & Colombino, 2006, 2013; Aaberge et al., 2009; Aaberge & Flood, 2013; Keane & Moffitt, 1998; Keane & Wolpin, 2002a, 2002b, 2007) but reassuring. A supplementary evidence provided by out-of-sample prediction exercises suggests that flexible theoretical models as compared with structural models tend to perform better in-sample but worse out-of-sample.

3. Policy simulation

3.1. Producing simulation outcomes

We start by asking, when is information on behavioural responses needed? Non-behavioural simulations may be sufficiently informative provided the policy changes or the reforms can be represented as marginal changes in net wages and/or in unearned income. Let \( u^*(w,I) \) be the indirect utility function, where \( w \) is the net wage rate and \( I \) is the unearned income. Let us suppose that the reform can be represented as a marginal change \((d_w,d_I)\). Then we have: 
\[
\frac{d\mu}{\partial I} = \frac{\partial u^*}{\partial w} \frac{d w}{2} + \frac{\partial u^*}{\partial I} \frac{d I}{2},
\]
where \( \mu \equiv \frac{\partial u^*}{\partial I} \) is the marginal utility of income. By applying Roy’s Theorem, we get: 
\[
\frac{d\mu}{\partial I} = \frac{d w}{2} + \frac{d I}{2}.
\]
The right-hand side is the change in the budget, conditional on the pre-reform labour supply \( h \). The left-hand side is the monetary equivalent of the change in utility. Therefore, the result tells us that the change in the budget (i.e. the basic result produced by a non-behavioural simulation) is a money-metric measure of the change in utility. Similar arguments can be generalized so that a non-behavioural simulation can be complemented by point-estimates of elasticities or other local measures of behavioural responses (e.g. Chetty, 2009).

When the reforms involve non-marginal changes in the budget constraint, we typically want a prediction of the new choices, in particular of the new value of \( h \) or some function of it. Within the ‘reduced form’ and the ‘marginalist’ approaches (as defined in Section 2) we usually estimate
a labour supply function and (directly or indirectly) a utility function. With non-linear budget constraints and corner solutions (the case commonly faced by analyses adopting the ‘marginalist’ approach), it is in general possible to identify the distribution of the random component capturing unobserved heterogeneity of preferences and/or the distribution of the measurement/optimization error (whichever is present in the model). Non-convex budget sets in general require recovering also a direct or indirect representation of the utility function in order to be able to simulate the optimal decision. Given the estimates of the (non-random parameters of) the labour supply function and/or of utility function, those random components are simulated so that their values are compatible with the observed values of $h$. Arrufat and Zabalza (1986) provide a clear and exhaustive explanation of this procedure. With DP or RURO models, we can choose between two alternative procedures:

Compute the expected chosen value of the variable of interest, based upon the estimated choice probabilities, for example Colombino et al. (2010) and Colombino (2013).

Simulate the value of the systematic utility and of the random component corresponding to each alternative in the opportunity set. Identify the alternative with the highest utility and compute the corresponding value of the variable of interest. Typically, the random components are kept fixed across the different policy regimes that one might want to simulate and compare. As to the current policy regime, simulation might be used as well: its results will not be identical to the observations but reasonable close at least in large samples. Alternatively, one might adopt the procedure suggested by Creedy and Kalb (2005b), that is generating a vector of random components that, given the estimated parameters of the utility function, are consistent with the observed choices under the current policy regime.

When simulating sample aggregates, such as the total hours worked or total gross income, the two procedures (a) and (b) should be asymptotically equivalent, however they might diverge on small samples or sub-samples. Overall, we can observe that, as far as labour supply models are concerned, so far we lack a rigorous investigation of the statistical properties of different methods of producing microsimulation outcomes.

3.1.1. Interpretation of the policy simulation results: short-run, long-run, comparative statics

There appears to be a consensus that the results of non-behavioural policy microsimulation should be interpreted as ‘the day after’ predictions,\(^8\)

\(^8\) The systematic analysis of the statistical properties of alternative methods for producing predictions is more advanced in other areas where RUM models are used, for example Watanatada and Ben-Akiva (1979) and Ben-Akiva and Lerman (1985).
that is predictions of the very short term, when agents and market interactions did not have time yet to adjust to the new policy. As argued above, even in the long-run, non-behavioural results might be considered a sufficient statistic provided the reforms can be represented as marginal changes in the budget constraint. The interpretation of behavioural microsimulation results raises more complicated and controversial issues. The typical policy simulation exercise computes the labour supply effects while leaving the wage rates unchanged. Some authors (e.g. Creedy & Duncan, 2005) interpret this scenario as the 'month after' prediction, with households making new choices but the market mechanisms still late in the process of adjusting wage rates, labour demand etc. An alternative interpretation might view the typical simulation exercise as a 'very long-run' prediction, with a perfectly elastic labour demand defined by the current wage rates. In any case, comparative statics is the appropriate perspective with behavioural microsimulation models based on a static representation of agents’ choices, that is we want to compare two different equilibria induced by two different policies. With the notion of equilibrium, we refer in general to a scenario in which the economic agents make optimal choices (i.e. they choose the best alternative among those available in the opportunity set) and their choices are mutually consistent or feasible. The comparative statics perspective is relevant both when the new equilibrium is reached in a short time and is maybe temporary (as might be the case with an intervention explicitly designed to have an immediate effect) and when instead we evaluate reforms of institutions or policies with long-run (and possibly long-standing) effects. In order to produce simulation results that respect the comparative statics perspective, Creedy and Duncan (2005) and Peichl and Siegloch (2012) have proposed procedures where DC labour supply models (as defined in Section 2) are complemented by a function of labour demand and the wage rates are adjusted so that an appropriate or feasible equilibrium criterion is satisfied. These procedures, however, in general would not be consistent with RURO models, which already include a representation of the density of market jobs of different types at the time of observation. In general, the notion of equilibrium will imply some relationship between the opportunity density and the size and composition of labour supply: since a reform will induce a change in labour supply, it follows that in equilibrium also the opportunity density will have to change. This observation carries over to DC models with dummies refinement, to the extent that the alternative-specific constants reflect also the demand side (e.g. the availability of jobs): a new equilibrium induced by a reform should entail a change of the alternative-specific constants. Colombino (2013) proposes and exemplifies an iterative simulation procedure that exploits the structural interpretation of the coefficients of the alternative-specific constants given in expression (22) of Section 2.
3.2. Examples of simulations addressing specific policies or issues

As explained in Section 1, the microeconometric models of labour supply can be, and have been, used to evaluate by simulation a very large variety of policies and reforms. Most applications concern tax-benefit and welfare policies. While it would be clearly impossible to present an exhaustive list, in Table 1 we summarize a selection of notable examples.

Table 1. Tax and benefit analyses based on structural microeconometric models

<table>
<thead>
<tr>
<th>Type of policy analysis</th>
<th>Country</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Germany</td>
<td>Beninger et al. (2006), Faust et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Aaberge, Colombino, and Strom (2000), Aaberge, Colombino, Strom, and Wennemo,</td>
</tr>
<tr>
<td></td>
<td>Spain</td>
<td>Labeaga et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Blomquist (1983), Blomquist and Hansson-Brusewitz (1990), Aaberge, Colombino,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strom, and Wennemo (2000)</td>
</tr>
<tr>
<td>Unconditional transfers and Basic Income</td>
<td>Australia</td>
<td>Scutella (2004)</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td>Clavet, Duclos, and Lacroix (2013)</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Horstschraer, Clauss, and Schnabel (2010)</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Colombino (2013, 2014), Colombino et al. (2010), and Colombino and Narazani</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2013, 2014)</td>
</tr>
<tr>
<td>Mean-tested transfers, Negative Income Tax and</td>
<td>France</td>
<td>Bargain and Doorley (2013), Gurgand and Margolis (2008)</td>
</tr>
<tr>
<td>Work Fare</td>
<td>Canada</td>
<td>Fortin, Truchon, and Beausejour (1993)</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Aaberge, Colombino, Strom, (2000), Aaberge et al. (2004), Colombino et al.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2010), and Colombino and Narazani (2013, 2014)</td>
</tr>
<tr>
<td>In-work benefits, Tax credits and Wage subsidies</td>
<td>Australia</td>
<td>Creedy (2005)</td>
</tr>
<tr>
<td></td>
<td>Belgium</td>
<td>Decoster and Vanleeimove (2012)</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td>Clavet et al. (2013)</td>
</tr>
<tr>
<td></td>
<td>France</td>
<td>Bargain and Orsini (2006)</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Haan and Myck (2007), Bargain and Orsini (2006)</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Colombino (2014), Colombino and Narazani (2013, 2014), Colonna and Marcassa</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2008), Pacifico (2013)</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Flood, Wahlberg, and Pylkkänen (2007)</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Aaberge and Flood (2013)</td>
</tr>
</tbody>
</table>
tax-transfer reforms, but also in the identification of optimal tax-transfer systems. To see this, it is useful to review briefly the basic framework adopted by theoretical optimal taxation (Mirrlees, 1971). Agents/households differ by their market productivity = wage rate \( w \). They solve

<table>
<thead>
<tr>
<th>Type of policy analysis</th>
<th>Country</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welfare participation and labour supply</td>
<td>Sweden</td>
<td>Flood et al. (2004), Aaberge and Flood (2013)</td>
</tr>
<tr>
<td>Child care and labour supply</td>
<td>Australia</td>
<td>Kalb (2009)</td>
</tr>
<tr>
<td></td>
<td>Belgium</td>
<td>Van Klaveren and Ghysele (2012)</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Wrohlich (2008), Haan and Wrohlich (2011)</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Del Boca (2002), Del Boca and Vuri (2007)</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>Kornstad and Thoresen (2006, 2007)</td>
</tr>
<tr>
<td></td>
<td>Russia</td>
<td>Lokshin (2004)</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Gustafsson and Stafford (1992)</td>
</tr>
<tr>
<td>Fertility and labour supply</td>
<td>Italy</td>
<td>Del Boca (2002)</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Haan and Wrohlich (2011)</td>
</tr>
<tr>
<td></td>
<td>US</td>
<td>Hotz and Miller (1988)</td>
</tr>
<tr>
<td>Optimal taxation</td>
<td>Australia</td>
<td>Creedy and Hérault (2012)</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Blundell et al. (2009), Bach, Corneo, and Steiner (2012)</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Aaberge and Colombino (2012)</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>Aaberge and Colombino (2006, 2013)</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Ericson and Flood (2012)</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>Blundell et al. (2009), Blundell and Shepard (2012)</td>
</tr>
</tbody>
</table>

3.3. Identifying optimal systems

3.3.1. Empirical applications of theoretical optimal taxation model

Labour supply is central not only in the design and evaluation of specific tax-transfer reforms, but also in the identification of optimal tax-transfer systems. To see this, it is useful to review briefly the basic framework adopted by theoretical optimal taxation (Mirrlees, 1971). Agents – households – differ by their market productivity = wage rate \( w \). They solve
The Social Planner solves

\[
\max_{c,h} \int_{0}^{\infty} W(u^w) f(w) \, dw
\]
\[\text{s.t.}\]
\[\int_{0}^{\infty} T(z^w) f(w) \, dw = R\]
\[u^w = \max_{c,h} u(c,h) \text{ c.v. } c = wh - T(wh)\]

where

\(W(\cdot) = \) Social Welfare function

\(R = \) total tax revenue to be collected (exogenously given)

\(z^w = \arg \max h u(c,h) \text{ c.v. } c = wh - T(wh) \)

\(f(w) = F_w(w) = \) probability density function of \(w\).

The solution to problem (28) can be expressed as follows:

\[
\frac{z^w}{1 - T_z(z^w)} = \left[1 + \frac{1}{\xi(w)}\right] \times \left[\frac{(1 - F(w))}{w f(w)}\right] \times \left[\frac{\int_{0}^{\infty} (1 - \Omega^w) f(m) dm}{1 - F(w)}\right]
\]

where

\(T_z(z^w) = \) marginal tax rate for a household with productivity \(w\) (and therefore earnings \(z^w\))

\(\xi(w) = \) labour supply elasticity of a household with productivity \(w\)

\(\Omega^w = \) marginal social weight given to the consumption of a household with productivity \(w\).

Expressions like (29) or more general versions of it have been used by many authors (e.g. Tuomala, 1990) to perform illustrative simulation exercises where optimal taxes are computed given imputed or calibrated measures of \(\xi(w)\) and \(F(w)\). A typical criticism moved to these exercises is that they do not account properly for the heterogeneity of the preferences and productivity across the population (e.g. Tuomala, 2010). Revesz (1989), Diamond (1998) and Saez (2001, 2002), among others, present reformulations of Mirrlees’s model that are more directly interpretable in terms of empirically observable variables and make it more convenient to
account for agents’ heterogeneity. These reformulations have been used in conjunction with microeconometric models. In particular, Saez (2002) develops a discrete model that assigns a crucial role to the relative magnitude of the labour supply elasticities at the extensive and at the intensive margin. There are $J + 1$ types of job, each paying (in increasing order) $z_0$, $z_1$, ..., $z_J$. Job ‘0’ denotes non-working conditions (non-participation or unemployment). Net available income on job $j$ is $c_j = z_j - T_j$ where $T_j$ is the tax paid at income level $z_j$. Each agent is characterized by one of the potential incomes $z_0$, $z_1$, ..., $z_J$ and if she decides to work she is allocated to the corresponding job. The agent of type $j$ decides to work if $c_j \geq c_0$.

The extensive margin (or participation) elasticity is defined as:

$$\eta_j = \frac{c_j - c_0}{\pi_j \left( \frac{dc_j}{dc_j} \right)}$$

where $\pi_j$ is the proportion of agents on job of type $j$.

Working agents can also move to a different job if income opportunities change, but the movements (for reasons implicit in the assumptions of the model) are limited to adjacent jobs (i.e. from job $j$ to job $j-1$ or job $j+1$). The intensive margin elasticity is defined as:

$$\xi_j = \frac{c_j - c_{j-1}}{\pi_j \left( \frac{dc_j}{dc_j} \right)}$$

Then it turns out that the optimal taxes satisfy:

$$T_j - T_{j-1} = \frac{1}{c_j - c_{j-1}} \sum_{k=j}^{J} \pi_k \left[ 1 - \Omega_k - \eta_k \frac{T_k - T_0}{c_k - c_0} \right] \sigma_j$$

where $\Omega_k$ is the marginal social value of income at job $k$. The model is attractive in view of empirical applications because it seems to fit well to the DC framework. Recent applications include: Blundell et al. (2009) (optimal taxation of single mothers in Germany and the United Kingdom); Haan and Wrohlich (2010) (optimal design of children benefits in Germany); Immervoll, Kleven, Kreiner, and Saez (2007) (evaluation of income maintenance policies in European countries).

The studies coupling theoretical optimal taxation results with microsimulation proceed as follows. The researcher looks for an analytical solution to the optimal taxation problem, that is a ‘formula’ that allows to compute the optimal taxes or marginal tax rates as function of exogenous variables and parameters. Next, the numerical simulations consist in calculating the analytical solution with exogenous variables and parameters assigned numerical values produced by microeconometric estimates. There are two main problems with this procedure. First, in order to get an analytical solution we must adopt many simplifying and restrictive assumptions. Second, when we ’feed’ the formulas with empirical measures, we are very likely to face an inconsistency between the theoretical results and the empirical evidence, since the latter was typically generated under assumptions that are very different for those that made it possible obtaining the former. For example, Saez (2002) assumes there are no income effects and specifies a very special and limited representation of
choices at the intensive margin. None of these assumptions are shared by the typical microeconometric models used to simulate the elasticities.

3.3.2. Identification of an optimal rule by searching the policy space

A number of studies have used labour supply microsimulation models to explore the policy space defined by certain types of tax-transfer systems. Fortin et al. (1993) calibrate (on the basis of previous estimates or ‘reasonable’ imputation) a collective ‘marginalist’ model of household labour supply and run it in order to identify the best income support mechanism within a set including many versions of the Negative Income Tax and of a Workfare system. The contributions mentioned hereafter adopt a RURO approach. Aaberge et al. (2004) evaluate rules such as the Flat Tax, the Negative Income Tax and the Workfare as hypothetical reforms in Italy. Colombino et al. (2010), Colombino and Narazani (2013) and Colombino (2013) focus on Basic Income policies. Ericson and Flood (2012) look for welfare improving changes in the Swedish tax-benefit system.

3.3.3. Optimal taxation by simulation

In order to overcome the drawbacks of the simulation exercises coupled with theoretical optimal taxation (see Section 3.3.1), recent contributions have proposed a computational approach (Aaberge & Colombino, 2006, 2012, 2013; Blundell & Shephard, 2012). Modern microeconometric models of labour supply are based on very general and flexible assumptions. They can accommodate many realistic features such as general structures of heterogeneous preferences, simultaneous decisions of household members, non-unitary mechanisms of household decisions, complicated (non-convex, non-continuous, non-differentiable, etc.) constraints and opportunity sets, multidimensional heterogeneity of both households and jobs, quantitative constraints, etc. It is simply not feasible (at least so far) to obtain analytical solutions for the optimal taxation problem in such environments. Yet those features are very relevant and important especially in view of evaluating or designing reforms (Colombino, 2009).

An alternative (or maybe complementary) procedure consists of using a microeconometric model to obtain a computational solution of the optimal taxation problem. The microeconometric model, which primarily simulates the agents’ choices by utility maximization, is embedded into a global maximization algorithm that solves the social planner’s problem, that is the maximization of a social welfare function subject to the public budget constraint.

The method (as presented in Aaberge & Colombino, 2013) is formulated as follows:
Agent $n$ can choose a ‘job’ within an opportunity set $B_n$. Each job is defined by a wage rate $w$, hours of work $h$ and other characteristics $j$ (unobserved by the analyst). Given gross earnings $wh$ and gross unearned income $I$, net available income is determined by a tax-transfer function $c = f(wh, I; \theta)$ defined up to a vector of parameters $\theta$. For any given tax-transfer rule (i.e. any given value of $\theta$) the choices by the agents are simulated by a microeconometric model that allows for a very flexible representation of heterogeneous preferences and opportunity sets, it covers both singles and couples, accounts for quantity constraints and is able to treat any tax-transfer rule however complex. Note that it would be hopeless to look for analytical solutions of an optimal taxation problem in such an environment. The choices made by the $N$ agents result in $N$ positions $(c_1, h_1, j_1), (c_2, h_2, j_2), \ldots, (c_N, h_N, j_N)$, which are then evaluated by the social planner according to a Social Welfare function $W$. The Social Planner’s problem therefore consists of searching for the value of the parameters $\theta$ that maximizes $W$ subject to the following constraints: (i) the various positions $(c_1, h_1, j_1), (c_2, h_2, j_2), \ldots, (c_N, h_N, j_N)$ result from utility-maximizing choices on the part of the agents (incentive-compatibility constraints); (ii) the total net tax revenue must attain a given amount $R$ (public budget constraint).

The optimal taxation problem is solved computationally by iteratively simulating the household choices for different values of $\theta$ until $W$ is maximized.

Any exercise involving a comparison between the utility levels attained by heterogeneous households requires developing comparable measures of utility or individual welfare. If, moreover, we adopt social welfare as the criterion for comparing alternative policies we must specify a Social Welfare function. The next section is devoted to these two issues.

4. Social evaluation of policy simulations

4.1. Individual welfare functions

As explained in Sections 2 and 3, empirical microeconomic models of labour supply are helpful tools for simulating the effects on households’ labour supply and income from changes in tax and benefit systems or
from changes in distributions of wage rates and hours of work offered by the demand side of the labour market. However, to complete the economic evaluation of policy reforms a framework for analysing the outcomes from the simulation exercises is required. It is straightforward to provide a summary of changes in employments rates and distributions of hours of work and income. However, a social planner needs information that makes it possible to compare individuals’ level of welfare before and after a policy change and thus who is gaining and who is losing on the policy change. It is, however, not obvious how one should make a social evaluation of the policy effects when each individual’s welfare is considered to be a function of income and leisure. The estimated utility functions (or their systematic parts) might emerge as a useful basis for making social evaluations of welfare. However, since the behaviour of an individual is invariant with respect to monotonic transformations of the utility function we face two problems. The first one concerns the construction of specific cardinal utility functions to represent the consumption/leisure preferences of individuals/households, and the second concerns the lack of convincing justification for comparing arbitrarily chosen individual cardinal utility functions and use them as arguments in a social welfare function (see e.g. the thorough discussion provided by Hammond, 1991).

The origin of the problem is as stated by Hume that one cannot derive an ‘ought’ from an ‘is’. To circumvent these problems Deaton and Muellbauer (1980), King (1983) and Hammond (1991) proposed to use a common utility function as a tool for making interpersonal comparisons of welfare, since it by definition contains within it interpersonal comparability of both welfare levels and welfare differences. The common utility function is supposed to capture the preferences of the social planner, whereas the individual/household-specific utility functions solely are assumed to capture the consumption/leisure preferences of individuals/households. The latter can be used to simulate the behaviour of individuals/households under alternative tax/benefit systems, whereas the former is designed to be used for evaluating the outcomes of simulation exercises. However, even though there was agreement about the requirement of a common utility function the problem of how to construct it would remain. As argued by Aaberge and Colombino (2013) a plausible approach is to assume that the social planner exploits the information provided by the consumption/leisure choices of the individuals/households (and moreover accounts for large heterogeneity in the availability of different jobs in the market) by estimating the common utility function. Alternatively, a specific utility function (e.g. the utility function of the poorest, the richest or the median) can be used as the common utility function. Examples of the latter approach can be found in King (1983) for housing choices and in Aaberge et al. (2004) for labour supply choices.

As opposed to the common utility approach the practice of basing social evaluations on distributions of individual-specific money-metric
measures of utility differences like equivalent and compensation variation disregards the interpersonal comparability problem, which makes it difficult to judge the ethical significance of this approach. An alternative and more promising approach aiming at respecting individual (consumption/leisure) preferences in welfare analyses has been proposed by Fleurbaey (2003, 2008) and Fleurbaey and Maniquet (2006) and applied by Bargain, Decoster, et al. (2013) and Decoster and Haan (2014) in analyses of labour supply. However, as acknowledged by Decoster and Haan (2014), the choice of a specific preference respecting welfare metric might have a significant impact on the result of the welfare evaluation, and moreover it is shown to depend on the degree of emphasis the welfare metric places on willingness-to-work. Thus, depending on the chosen metric a work averse or work loving individual will be more or less favoured, which means that the social planner faces the problem of giving more or less weight to people with preferences that exhibit low or high willingness-to-work.

Below we will provide an explanation of the specific version of the common utility approach employed by Aaberge and Colombino (2013) for designing optimal taxes based on a microeconomic model of labour supply. Since households differ with regard to size and composition it is required to construct a common utility function that justifies comparison of individual welfare for individuals. The common utility function (individual welfare function) $V$ is to be interpreted just as the input of a social welfare function and thus differs from the role played by the actual utility function $U$ for households. The individual welfare function ($V$) is assumed to have a functional form that is identical to the basic functional form of the systematic part of the positive utility function $U$, which means that the heterogeneity of the parameters of $U$ has been removed. Thus, $V$ is defined by

$$V(y, h) = \gamma_2 \left( \frac{y^{\gamma_1} - 1}{\gamma_1} \right) + \gamma_4 \left( \frac{U^{\gamma_3} - 1}{\gamma_3} \right)$$

(32)

where $L$ is leisure, defined as $L = 1 - (h/8736)$, and $y$ is the individual’s income after tax defined by

$$y = \begin{cases} c = f(wh, I) & \text{for singles} \\ \frac{c}{\sqrt{2}} = \frac{1}{\sqrt{2}} f(wh_F, wh_M, I) & \text{for married/cohab. individuals.} \end{cases}$$

(33)

Thus, couples incomes are transformed into comparable individual-specific incomes by dividing the couple incomes by the square root of 2.

The next problem is to assess the value of the four parameters of the

---

9 See, for example Aaberge et al. (1995, 2000) and Creedy and Hérault (2012).
common utility function for individuals on the basis of the observed leisure and income data where individual incomes are defined by Eq. (33). Since the observed chosen combinations of leisure and income depend on the availability of various job opportunities, we use expression (26), where the systematic part of the utility function $v$ is replaced by the individual welfare function $V$ defined by Eq. (32), as a basis for estimating the parameters of $V$. Table 2 displays the parameter estimates.

A different way to circumvent the interpersonal comparability problem consists in avoiding interpersonal comparisons altogether and basing the social evaluation exclusively on intrapersonal comparisons of utility levels, which of course is less informative. A proper application of the ordinal criterion would require defining the optimal tax in a different way, for example the rule that maximizes the number of winners. However, since the winners might be the individuals with the highest pre-reform welfare levels the ordinal criterion does obviously not account for distributional effects and may, for that reason, be considered as an inappropriate social evaluation approach.

### 4.2. Social welfare functions – the primal and dual approach

The informational structure of the individual welfare functions (defined by the common utility function (32) or Fleurbaey’s preference respecting welfare metrics) allows comparison of welfare levels as well as gains and losses of different individuals due to a policy change. Comparison of distributions of individual welfare, formed for example by alternative hypothetical tax reforms, might be made in terms of dominance criteria of first- and second degree. However, since distribution functions normally intersect even second-degree dominance may not provide an unambiguous ranking of the distributions in question. Dominance criteria of higher degree can as demonstrated by Aaberge et al. (2013) provide a complete ranking, but it would in any case be helpful to quantify social welfare. To this end, let social preferences be represented by the ordering $\succeq$ defined on the family $F$ of distributions of individual welfare. The preference ordering is assumed to be continuous, transitive and complete and to satisfy

| Table 2. Estimates of the parameters of the welfare function for individuals 20 to 62 years old, Norway 1994 |
|----------------|----------------|-----------|
| Variable        | Parameter | Estimate | Std. dev. |
| Income after tax ($y$) | $\gamma_1$ | -0.649 | 0.086 |
|                  | $\gamma_2$ | 3.026 | 0.138 |
| Leisure (L) | $\gamma_3$ | -12.262 | 0.556 |
|                  | $\gamma_4$ | 0.045 | 0.011 |
first-degree stochastic dominance as well as the following independence axiom,

\[
\text{Axiom (Independence). Let } F_1, F_2 \text{ and } F_3 \text{ be members of } F(V) \text{ and let } \alpha \in [0,1]. \text{ Then } F_1 \succeq F_2 \text{ implies } \alpha F_1 + (1 - \alpha)F_3 \succeq \alpha F_2 + (1 - \alpha)F_3.
\]

This axiom focuses attention on the proportion of people \( F(y) \) for a given level \( V \) of individual welfare and imposes an invariance condition on the proportions \( F_1(V) \) and \( F_2(V) \) being compared. Instead, we might focus on the income level \( F^{-1}(t) \) that is associated with a given proportion of people \( t \), that is, the rank in the distribution \( F \), and impose an invariance condition on the individual welfare levels \( F_1^{-1}(t) \) and \( F_2^{-1}(t) \) being compared. This corresponds to an alternative version of the independence axiom, which is called the dual independence axiom in the literatures on uncertainty and inequality,

\[
\text{Axiom (Dual Independence). Let } F_1, F_2 \text{ and } F_3 \text{ be members of } F \text{ and let } \alpha \in [0,1]. \text{ Then } F_1 \succeq F_2 \text{ implies } (\alpha F_1^{-1} + (1 - \alpha)F_3^{-1})^{-1}(\alpha F_2^{-1} + (1 - \alpha)F_3^{-1})^{-1}.
\]

The axioms require that the ordering is invariant with respect to certain changes in the distributions being compared. It is these axioms that give social preferences an empirical content. If \( F_1 \) is weakly preferred to \( F_2 \), then the Independence Axiom (similar to the expected utility theory) states that any mixture on \( F_1 \) is weakly preferred to the corresponding mixture on \( F_2 \). The intuition is that identical mixing interventions on the distributions do not affect their ranking: the ranking depends solely on how the differences between the mixed distributions are judged. Thus, the axiom requires the ordering relation to be invariant with respect to aggregation of sub-populations across individual welfare. The Dual Independence axiom postulates a similar invariance property on the inverse distributions. It says that, if we consider a decomposition by sources of individual welfare, then dominance with regard to one set of sources implies, other things equal, overall dominance. The essential difference between the two axioms is that the Independence Axiom deals with the relationship between a given level of individual welfare and weighted averages of corresponding population proportions, while the Dual Independence Axiom deals with the relationship between given population proportions and weighted averages of corresponding levels of individual welfare.

The choice between the two independence axioms determines whether the associated family of welfare functions can be considered as a primal or dual family of social welfare functions. The ‘primal approach’ is
analogue to the inequality framework developed by Atkinson (1970), while the ‘dual approach’ is analogue to the rank-dependent measurement of social welfare introduced by Weymark (1981) and Yaari (1988). As is well known the Independence Axiom justifies the following family of social welfare functions,

\[ W(F) = \int_{0}^{\infty} u(x) \, dF(x) \]  

(34)

where \( F \) is a distribution with mean \( \mu \) of the individual welfare \( V \), and \( u \) is a non-decreasing concave evaluation function of individual welfare levels that reflects the preferences of a social planner who support the Independence Axiom. As demonstrated by Atkinson (1970) \( W \) can be represented by the equally distributed equivalent welfare level defined by:

\[ \xi(F) = u^{-1}(W(F)) \]  

(35)

Thus, \( \xi(F) \) is the equally distributed individual welfare level that would yield the same level of social welfare as the actual distribution \( F \). Since \( \xi(F) \leq \mu \) Atkinson (1970) used \( \xi(F) \) as a basis for defining the following family of inequality measures,

\[ I(F) = 1 - \frac{\xi(F)}{\mu} \]  

(36)

The following specific family of social welfare functions and associated inequality measures were introduced by Atkinson (1970),

\[ \xi(F) = \left( \int_{0}^{\infty} x^{1-\theta} \, dF(x) \right)^{\frac{1}{1-\theta}} \]  

(37)

where \( \theta \geq 0 \) defines the degree of inequality aversion of the social welfare function. The simplest welfare function is the one that adds up the individual welfare levels, which is obtained by inserting \( u(x) = x \) in Eq. (34) or \( \theta = 0 \) in Eq. (37). The objection to the linear additive welfare function is that the individuals are given equal welfare weights, independent of whether they are poor or rich. Concern for distributive justice requires, however, that poor individuals are assigned larger welfare weights than rich individuals. This is consistent with inserting a strictly concave \( u \)-function in Eq. (34). A similar structure is captured by the family of rank-dependent welfare functions.\(^{11}\)

\[ W(F) = \int_0^1 p(t)F^{-1}(t) \, dt \]  

(38)

where \( F^{-1} \) is the left inverse of the cumulative distribution function of the individual welfare levels \( V \) with mean \( \mu \), and \( p(t) \) is a positive concave weight-function defined on the unit interval.\(^{12}\) The social welfare functions (38) can be given a similar normative justification as for the family (34). Given suitable continuity and dominance assumptions for the preference ordering \( \succeq \) defined on the family of income distributions \( F \), Yaari (1987, 1988) demonstrated that the Dual Independence Axiom characterizes the family of rank-dependent measures of social welfare functions (38) where represents the preferences of the social planner. Aaberge (2007) proposed to use the following specification of \( p(t) \),

\[
p_i(t) = \begin{cases} 
-\log t, & i = 1 \\
\frac{i}{i-1} (1 - t^{-1}), & i = 2, 3, \ldots
\end{cases}
\]

(39)

Note that the inequality aversion exhibited by the social welfare function \( W_i \) (associated with \( p_i(t) \)) decreases with increasing \( i \). As \( i \to \infty \), \( W_i \) approaches inequality neutrality and coincides with the linear additive welfare function defined by

\[
W_\infty = \int_0^1 F^{-1}(t) \, dt = \mu
\]

(40)

It follows by straightforward calculations that \( W_i \leq \mu \) for all \( i \) and that \( W_i \) is equal to the mean \( \mu \) for finite \( i \) if and only if \( F \) is the egalitarian distribution. Thus, \( W_i \) can be interpreted as the equally distributed individual welfare level. As recognized by Yaari (1988) this property suggests that \( C_i \) defined by

\[
C_i = 1 - \frac{W_i}{\mu}, \quad i = 1, 2, \ldots
\]

(41)

can be used as a summary measure of inequality and moreover can be proved to be a member of the ‘illfare-ranked single-series Ginis’ class introduced by Donaldson and Weymark (1980).\(^{13}\) Thus, as was recognized

---

12 Note that Eqs. (32)–(34) and (32), (33) and (40) can be considered as two-stage approaches for measuring social welfare where the first stage consists of using the common utility function to aggregate the two goods (consumption and leisure) for each individual into a measure of well-being and the second stage to aggregate the well-being across individuals into a measure of social welfare. As demonstrated by Bosmans, Decancq, and Ooghe (2013) the two-stage approach can be given an axiomatic normative justification.

13 Aaberge (2007) provides an axiomatic justification for using the \( C_i \) – measures as criteria for ranking Lorenz curves.
by Ebert (1987) the justification of the social welfare function
\( W_i = \mu(1 - C_i) \) can also be made in terms of a value judgement of the
trade-off between the mean and (in)equality in the distribution of welfare.

To ease the interpretation of the inequality aversion profiles exhibited
by \( W_1, W_2, W_3 \) and \( W_{\infty} \). Table 3 provides ratios of the corresponding
weights — as defined by (39) — of the median individual and respectively
the 5 per cent poorest, the 30 per cent poorest and the 5 per cent richest
individual for different social welfare criteria. As can be observed from
the weight profiles provided by Table 3 \( W_1 \) will be particularly sensitive
to changes in policies that affect the welfare of the poor, whereas the
inequality aversion profile of \( W_3 \) is rather moderate and \( W_{\infty} \) exhibits
neutrality with respect to inequality.

5. Socially optimal income taxes

A number of recent contributions identify optimal tax-benefit rules by
employing a microeconometric labour supply model together with microsi-
mulation and (some version of) the social evaluation framework presented
above. Aaberge and Colombino (2006, 2013) identify the optimal income
tax in Norway within the class of piecewise linear systems. Aaberge and
Colombino (2012) perform a similar exercise for Italy, where however the
Social Welfare criterion adopted is based on a version of the Roemer’s
look for an optimal tax-benefit rule for low-income families with children
in the United Kingdom. Bach et al. (2012) consider optimal taxation with
household income splitting. Creedy and Héraut (2012) explore welfare
improving directions for tax-benefit reforms in Australia.

Instead of relying on a priori theoretical results as in previous empirical
applications of optimal taxation theory, the microeconometric-simulation
approach allows for a much more flexible representation of households’
heterogeneous characteristics and behaviour and permits the analysis of
more complicated tax-benefit rules. This has significant implications upon
the results. For example, Aaberge and Colombino (2013), for each of the
social welfare functions referred to in Table 3, identify the tax system
that maximizes social welfare within a class of 10 parameter tax rules. The

<table>
<thead>
<tr>
<th></th>
<th>( W_1 ) (Bonferroni)</th>
<th>( W_2 ) (Gini)</th>
<th>( W_3 )</th>
<th>( W_{\infty} ) (Utilitarian)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(0.01)/p(0.5) )</td>
<td>6.64</td>
<td>1.98</td>
<td>1.33</td>
<td>1</td>
</tr>
<tr>
<td>( p(0.05)/p(0.5) )</td>
<td>4.32</td>
<td>1.90</td>
<td>1.33</td>
<td>1</td>
</tr>
<tr>
<td>( p(0.30)/p(0.5) )</td>
<td>1.74</td>
<td>1.40</td>
<td>1.21</td>
<td>1</td>
</tr>
<tr>
<td>( p(0.95)/p(0.5) )</td>
<td>0.07</td>
<td>0.10</td>
<td>0.13</td>
<td>1</td>
</tr>
</tbody>
</table>
results show that the marginal tax rates of each of the optimal tax systems turned out to be monotonically increasing with income and that more egalitarian social welfare functions tended to imply more progressive tax rules. Moreover, the optimal bottom marginal tax rate is negative, suggesting a mechanism close to policies like the Working Families Tax Credit in the United Kingdom, the Earned Income Tax Credit in the United States and the In-Work Tax Credit in Sweden. The overall picture emerging is in sharp contrast with most of the results obtained by the numerical exercises based on Mirrlees’s optimal tax type of formulas. The typical outcome of those exercises envisages a positive lump-sum transfer which is progressively taxed away by very high marginal tax rates on lower incomes (i.e. a negative income tax mechanism), in combination (close to) flat (or even decreasing) marginal tax rates for higher incomes. The results obtained with the microsimulation approach seems to support what suggested by Tuomala (2010): the theory-based results might be enforced by the restrictive assumptions made on the preferences, the elasticities and the distribution of productivities (or wage rates), which in turn might be in conflict with the empirical evidence provided by microeconomic labour supply studies.

6. Conclusions and future perspectives

The original concept of microsimulation envisaged large models of the entire economic (or even socio-economic) system – as an alternative to the then dominating large macroeconometric models – including behavioural responses. The events took a different route. On the one hand, the first successful implementations of microsimulation models at the policy level were non-behavioural. On the other hand, the researchers working on microeconometric models of labour supply started using microsimulation tools for policy design and evaluation. In this chapter, we have documented the evolution of different labour supply modelling strategies, together with their notable policy applications that use microsimulation methods. Further developments, both on the microsimulation algorithms side and on the microeconometric side, might or might not favour a re-encounter between large microsimulation algorithms and behavioural labour supply analysis. While further developments on the side of microsimulation technology is documented in other chapters, on the side of microeconometric labour supply models, four research directions are likely to attract more and more attention: (i) intertemporal decisions and decisions under uncertainty; (ii) other dimensions of labour supply (educational and occupational choices, effort, etc.); (iii) modelling intra-household allocation, in particular the structural approach; (iv) development of standardized procedures for improving external (i.e. out-of-sample) validation and internal validation (e.g. non-parametric identification and estimation with
The general problem is that there is a trade-off between the increasing theoretical sophistication of labour supply models (e.g. stochastic dynamic programming models, intra-household allocation or collective model, etc.) and their flexibility in interacting with other models representing different segments of the economic system. There seem to be three — not mutually exclusive — main directions, in various degree dependent on the quality of the available data and on how sophisticated and flexible both the microeconometric methodology and the microsimulation algorithms will become. First, very specific (both methodologically and policy-wise) labour supply 'modules' can be more or less 'mechanically' linked to system-wide models, the latter being in turn micro- or macro-analytic or a combination of the two. This is close to the current most common practice on micro-macro models. Second, it might be the case that empirical research on labour supply — whether based on observational, experimental, or quasi-experimental data — at a certain point reaches a degree of robustness and generality comparable to an accounting relationship, and can therefore be permanently incorporated into a system-wide microsimulation model. Third, it might be that microeconometric results on labour supply attain a level that allows both specificity and flexibility and permits a structural (micro-founded rather than mechanical) linkage with other micro-analytic behavioural modules and system-wide algorithms.
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