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Abstract

In this paper we are investigating the cointegrated relationships within a VAR-model
containing the Norwegian inflation rate, the foreign inflation rate, the depreciation, the
Norwegian short run interest rate and the foreign short run interest rate (quarterly data).
Since we were unable to obtain a well-behaved equation for the change in the depreciation,
we have chosen to treat the change in the depreciation as a weakly exogenous variable (with
respect to the long run parameters). This is implemented by conditioning on the depreciation.
Under this assumption, the residuals in the remaining equations are reasonably well-behaved.
From an economic point of view our main aim is to test whether the Uncovered Interest rate
Parity(UIP), the Purchasing Power Parity(PPP) and the Real Interest Rate Parity (RIRP) are
contained in the cointegrating space. In the maintained model we conduct structural
hypotheses under two different values for the cointegrating rank. When the cointegrating
rank is set to two the PPP and the UIP hypotheses are easily rejected, whereas we cannot
reject the RIRP at the 5 percent significance level. These results are somewhat modified
when the cointegrating rank alternatively is set to three.
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1. INTRODUCTION'

The present paper is an investigation of the relationship between prices and interest

rates in Norway and abroad, and how they are related through the foreign exchange rate. The

most common models- of exchange rate and interest rate determination are based upon some

basic equilibrium conditions: Purchasing Power Parity (PPP), Uncovered Interest rate Parity

(UIP) and Real Interest Rate Parity (RIRP). Our purpose with this investigation is to look for

the presence of these equilibrium conditions using Norwegian quarterly data.

I: Purchasing Power Parity (PPP) is defined by

v, = pt dtpt f.

V is the nominal exchange rate, I'd a domestic price index and Pf the corresponding foreign

price index. PPP is thus a relationship between the relative price indices and the level of the

exchange rate.

In the so called relative version, the PPP can be stated as

(1.2)	 = (Pt d/Pt !II )/(Pt f/Pt f ).

The relative inflation rates are associated with the rate of change in the exchange rate.

II: Uncovered Interest Rate Parity (UIP) is defined by

Ets(Vt.i - Vt)N t =- it!,. 1 )/(1 +

where E* denotes expectation. Different types of expectation formations will be discussed

later. The variables id and if denote domestic and foreign nominal interest rates, respectively.

'We would like to thank Katarina Juselius for having provided us with the CATS in RATS program for
maximum likelihood estimation of cointegrated systems. Furthermore we would like to acknowledge the useful
comments which we have received during the Nordic Workshops on Multivariate Cointegration. Any remaining
errors and weaknesses are our own.
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A higher domestic interest rate relative to the foreign interest rate will be associated

with an expected depreciation of the exchange rate. In the covered interest parity, the

expected spot rate is replaced by the forward exchange rate. Interest rate arbitrage will ensure

that the covered interest parity always will hold, given some assumptions about the absence

of market imperfection. ficace, the UIP is equivalent to the hypothesis that the forward

exchange rate is an unbiased predictor of the future spot exchange rate.

III: Real interest rate parity (RIRP) is defined by

d
rt,t+ 1	 rtet+ 1,

where rd and rf are the domestic and foreign real rates of interest, and are defined as

(III.2)	
1 + rt:+1 = (1 + ij+ 1)E tIPt:i V)) ,

 n = d,f.

Taking logarithms, the three parity conditions 1.2, II.1 and HU are:

PPP,vt-13 

i 
d	 • f

t-13 - it-ht =- Et: (vt-i.t)	 UIP, and

• d
lt-1,t	 Ets-Intd-Lt	 —	 RIRP.

In equation (1), v is actual depreciation from t-1 to t and nd and nf are the inflation rates from

t-1 to t at home and abroad respectively. In equation (2) id and if are the nominal interest rates

at time t-1 for papers with maturity 1 at home and abroad respectively. Equation (2) is an

approximation of (II. 1), valid for small values of if and id. Whereas equation (1) only involves

actual variables, equations (2) and (3) also involve expectation of variables. A parity condition

between actual variables we refer to as an ex post parity. Likewise, a parity condition which

also involves expectation of variables is referred to as an ex ante parity condition. If expected

depreciation is equal to actual depreciation and expected inflation rates equal to actual
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inflation rates, any two of equations (1) to (3) imply the third. These are the ex post relations.

Furthermore, combining (2) and (3) we obtain the ex ante PPP. This equation together with

equations (2) and (3) are the ex ante parity conditions. The hypotheses of PPP and UIP have

usually been analyzed separately. 2 The literati= concerning empirical testing of PPP is

abundant. Frenkel (1978) gives an overview of the theory of PPP, and finds support for the

theory on the basis of time series data from the 1920s. He also discusses the choice of price

indices and the problem with simultaneity when the price indices are assumed to be

exogenous, which is mostly the case. In Frenkel (1978), as in most others written in the 1970s

and early 1980s, the time series properties of the data is not taken into account. After the

publication of the influential paper by Engle and Granger (1987), many authors started to look

for evidence of PPP using Error Correction Models. Some authors find some support for PPP

as a long run relation (cf for instance Edison and Klovland (1987), Kim (1990) and Fisher

and Park (1991)). In other papers, Layton and Stark (1990) and Patel (1990) little support for

PPP is found.

When focusing on PPP and UIP within a long-run framework, however, it may be

fruitful to include all variables entering potential PPP and UIP relations. For instance, a

deviation from PPP may significantly influence the development of the domestic interest rate,

thus the reduced form for this variable may contain useful information about the PPP relation.

Our paper follows the approach taken by Johansen and Juselius (1992a), utilizing the

cointegration results outlined in Johansen (1991). Using the same type of data, we test, within

a VAR-framework, whether we can condition on some of the variables without loosing

significant information about the long-run parameters. If the analysis indicate that some of

the vectors contained in the cointegration space can be given meaningful interpretations from

an economic point of view, a natural next step would be to freeze the long-run parameters and

simplify the short-run behaviour within a stationary framework using the maximum likelihood

procedure advocated by Hendry (1988).

The method we shall consider consists of first fitting an unrestricted VAR model to the

data. It is possible under assumptions which seems to be fulfilled in the situation we consider

to interpret some of the parameters as describing the long run properties of the process. This

2 In Baillie and McMahon (1989) some examples of tests for UIP are given. The authors here point out that
most of these empirical tests are based on the assumption that the interest rate differential is exogenous. The
results are then likely to be biased, since the UIP is a relation between endogenous variables.
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makes it possible to test whether the above relations correspond to such long-run properties

of the data generating process.

The general VAR model is given by

(4) II2zt_2
	 (1) 13, + pi +

In (4) Z, is a p dimensional vector of observable variables, whereas Dt is a vector of centered

seasonal dummies and other conditioning variables. The vector Et are independent p-

dimensional Gaussian variables with mean zero and covariance matrix O. We assume that

Z_k+1 are known. An equivalent formulation of (4) highlighting the differences is

(5) AZ, = r,Azt_,	 rkAzt_k+i riz t_k +	 + p + e t

where ri = -I + n i + + Hi i= 1,..., k+1

and ri -(i - n i - - no.

This is the so called interim multiplier representation and is just a convenient

reparameterization of (4).

One of the basic features of the data we look at in this paper is that although the levels

exhibit a rather strong trend, the differences look stationary. If we want models like (5) to

reflect this, 11 cannot be of full rank.

Thus a natural assumption is that 11 has rank r, 0 < r < p. Then it can be written as

n=a -w

where a and B are pxr matrices of full rank, where 0 < r < p.

Inserting this into (5) we get

(6)
	

AZt riAzt-i 4- 	4- rk-1AZt-k+1 4-
 cx 	(1) Dt	 + et.

Let II(z) be the characteristic polynomial associated with the models (4) and (5), i.e.
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k-1
n(z) = (1 -z)I E (1 -z)z - 1-1Z k .

,	 •
Under the additional assumption that z=1 or I z I >1, i.e. that the roots are either outside the

unit circle or exactly in 1, the difference equations in (4) and (5) may be solved. This is done

in Johansen (1991). It turns out that in this case the differences are stationary and so are the

linear combinations ß'Z.

This points to a nice interpretation of (6) as an error correction model. The vector B ' Zt_k

describes to which extent the process is out of long-run equilibrium, whereas the a-matrix

express the reduced form reaction to this equilibrium. The model (6) is not identified in the

usual sense. To emphasize this let A be a non-singular matrix with dimension rxr and let us

defme

a* = aA and 13*/ = A -1 13'

Since a*, B*' will give the same likelihood value as the pair a, B', it is evident that only the

space spanned by the vectors of a and B can be identified unless we want to impose some

a priori restrictions on either of the matrices.

Returning to model (6), it turns out that the unknown parameters may be estimated. For

the details we refer to Johansen and Jurelius (1990) and Johansen (1991).

Using the results above the value of the maximized likelihood can be derived for various

r. This allows testing for the value of r. Once the dimension of the cointegration space, r, is

determined various tests can be performed describing the space spanned by a and B. How this

is carried out is described in the papers just mentioned.

In this paper data consists of time series of inflation, the exchange rate and interest rates.

The equilibrium relations we consider are those described in equations (1) to (3). It should,

however, be emphasized that stationarity of the linear combinations in (1) - (3) are only

necessary conditions for the validity of the parity conditions. In addition they should be

stationary around zero. This can be tested formally, but is not done in this paper.

The UIP and RIRP involves expectational variables: The UIP is a forward looking

statement about the relationship between foreign and domestic interest rates and the expected

depreciation. The RIRP states that there is equality between the ex ante real interest rates, and



8

thus involves expected inflation rates. Unfortunately, no data on expected depreciation and

inflation are available in Norway.

Due to this lack of data for expectations of the depreciation and the inflation rates, we

have to use proxies for these variables. Two possibilities are explored. The first alternative

is naive expectations - a simple form of adaptive expectations, i.e. the expected depreciation

and inflation rates in a period equals the observed values of the previous period. In this case

the equilibrium relations (2) and (3) takes the form

• d 	 • f
1t-1, 1: 	11-1,c = Vt-Z t- 1

• d 	d	 • f 	 ,wf
11-1,t 	 "t-2,t-1 = 1t-1,t 	 "t-2,t-1 •

A second alternative is to assume model consistent expectations. This means that the

expectations are assumed to be equal to the probabilistic conditional expectations in the fitted

VAR model. The interpretation is that economic agents are using all available information

(i. e. information on inflation rates, depreciation and interest rates together with other

exogenous variables included in the model) to forecast future variables. How this may be

implemented is explained in some detail in appendix A. It turns out that the relations (2) and

(3) in this case are equivalent to (2)' and (3)' plus some extra conditions involving the

parameters describing the short run dynamics. Thus (2)' and (3)' are necessary conditions for

(2) and (3) when the expectations are interpreted as model consistent expectations.

Furthermore, it may also be shown that within a long-run framework the distinction between

ex ante RIRP and ex post RIRP is not important. The ex ante RIRP involves the expected

inflation rates. To test whether the real interest rate differential is stationary, the expected

inflation rates are replaced by lagged inflation rates. It is, however, quite easy to recast the

VAR model in such a way that the actual instead of the lagged inflation rates enter the long

run part of the model. Again the two models are only different with respect to the short run

implications. It should, however, be emphasized that the interpretation based on model

consistent expectations only can be invoked by modelling all the variables which are entering

the parity conditions. This requirement is not fulfilled in our models, since we had to

condition on the depreciation in order to get well-behaved residuals.

(2)'

and
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The plan for the remaining of the paper is as follows. In section 2 we describe the

choice of data to represent our theoretical variables. Section 3 is devoted to residual analysis

of selected models. In section 4 we determine the cointegrating rank in the maintained model

from section 3. Section 5 contains the structural analysis of the cointegrating vectors. In

section 6 we report some results for the loading factors. Finally, our conclusions are presented

in section 7.

2. THE DATA

There are numerous possibilities when choosing the relevant variables. One possibility

iv to look for bilateral parities, another to look for parities vis a vis some average of trading

partners. In the case of Norway, the value of a currency basket as a measure of the exchange

rate seems to be more relevant than bilateral exchange rates. Norway's foreign trade is not

overly dominated by one single country.

In 1978 Norway left the European currency "snake" and introduced a national currency

basket. The weights were based upon the relative importance of Norway's trading partners.

Due to Norway's oil activities, the weight attached to the US dollar was higher than

accounted for by Norwegian trade with USA. In principle, the target value of the currency

basket was fixed, with some swing margin. In reality, however, there were several changes

in the target value from 1979 to 1986. Since 1986, however, the target value remained fixed,

and only quite small deviations were tolerated. In October 1990, the weights in the currency

basket were changed to ECU-weights. Our observation period is thus determined by the

interval between leaving the "snake" and linking to the ECU. The depreciation is measured

from the previous quarter.

The theory of PPP does not state specifically what kind of price indices that are

relevant. The consumer price index and the producer price index are frequently used. We have

chosen the consumer price index3 as the overall price measure - the foreign price index is a

weighted average with the same weights as in the currency basket. The inflation rates are

measured from the previous quarter.

3 Frenkel (1978) discusses the different choices of price indices in some detail. In his empirical analysis,
several different price indices are investigated. Layton and Stark (1990) favour the consumer price index for
several reasons, the most important being that this index is the most broadly based. However, as Patel (1990)
points out, the consumer price index may be integrated of order 2, and thus need differencing twice to be
stationary.
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We have chosen to use the average 3 month euro rate as a representative of the

Norwegian short term interest rate, due to some lack of data. Studies indicate that the euro-

rate is fairly close to the money market rate (VikOren (1991)). The NOK rate with 3 months

maturity will then represent the short term money market rate. The foreign interest rate is a

weighted average of foreign short term euro rates - with 1 to 3 months maturity, act the

weights are equal to the currency basket weights.

There are some special features in the Norwegian economy that may result in deviations

from the parity conditions (1) to (3):

(i) Changing policy regimes and capital control.

In the second half of the 1980s, the government's target has obviously been to maintain

the foreign reserves and the exchange rate. The interest rate has been allowed to

fluctuate to ensure that the foreign reserve is in no danger of being reduced

significantly. In the years preceding this, the government had stated objectives both

concerning interest rates and amount of domestic credit, in addition to a fixed target

value of the exchange rate. One way of interpreting this could be that despite the

government objective, the foreign reserve must still have been the underlying target,

although not explicitly stated. Several devaluations in this period are an indication of

this interpretation. Capital controls were gradually removed from the end of the 1970s.

It is difficult to take into account all the stages of changing regulations, but the bottom

line is that if some capital movement is allowed, there are always ways to circumvent

most of the remaining rules.

(ii) The drop in the oil prices in the middle of the 1980s.

The fall in the oil prices led to a severe deterioration of Norway's current account and

led to the devaluation of Norwegian currency by some 10 per cent in May 1986. The

magnitude of these events may have caused deviations from the parities. Due to the

relatively short period of estimation, this could destroy the evidence of the parities (if

they indeed exist). If this is the case, some indications may be found looking at the

residuals. If the single equations statistics indicate misspesification, conditioning on the

change in the ratio between the current account and GDP may improve the behaviour

of the residuals.
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(iii) Price and wage freezes during the estimation period.

Several prize and wage freezes and other forms of income control occurred through, and

immediately preceding, the estimation period. In theory, this should be reflected in the

interest rates and the exchange rate. However, these policies may not have been fully

incorporated. Hence, we will allow for a dummy variable to take account of this if the

single equations statistics indicate that some information is missing. The price freeze

variable both take account of the sudden impact of the introduction of the price and

wage freezes and of the subsequent catching-up effect. The variable is defined in the

following way: It takes the value 1 in all the quarters of 1979 and in the fourth quarter

of 1981, the value -1.5 in the first quarter of 1980, the value -1 in all quarters of 1980

except the first one and in the 1. quarter of 1982. In all the other sample points the

value is 0.

Graphs of the timeseries in the VAR-part of the models are shown in figures 1 to 5. As

predetermined variables in the models we are also using the change in the ratio between the

current account and the GDP and a price freeze variable. The time series for the ratio between

the current account and the GDP and its first difference are depicted in figure 6.



Domestic Inflation
Level

. 050 	 -

.045 -

.040 -

.035 -

,030

025 -

020 -

015 -

010 -

.005 	
79 	 80 	 81 	 82 	 85 	 84 	 85 	 88 	 87 	 88 	 ss 	 sa

01Trerenc*s
	0.032 	

O 024 -

0.010 -

O 008-

	

0.000 	

-.008 -

- 016 -

	

-.024 	
78 	 80 	 81 	 02 	 83 	 84 	 85 	 06 	 87 	 88 	 88 	 80

12

FIGURE 1: Domestic inflation
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FIGURE 3: Depreciation
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3. INTRODUCING THE VAR-MODEL

As explained in the introduction, the point of departure is fitting a VAR model to the

data series. In this section we comment on how this fitting has been implemented. The Zt-

vector is of dimension 5 and consists of the following components:

zt
fir d 	 .d fv
k"tt"t9Ve lt tit /

Instead of using the variables PI, Pft and V t as the three first components, we are using the

first differences of their respective logarithms. This procedure may, however, imply loss of

information. The price levels, the current exchange rate and the interest rates seem to have

different time series properties with regard to the order of integration. Our initial differencing

of the three first components of the Zt vector facilitates joint structural tests of the different

parity conditions, which involves both level and differenced variables. The fact that the

inflation rates seem to contain a stochastic trend means that the price levels have to be

differenced twice in order to be stationary. Recently Johansen (1992a) has shown how such

variables can be dealt with within the reduced rank VAR-model. This is the socalled 12-

analysis. A special interesting feature of the 12-analysis which is highly relevant in our

applications is the possibility of polynominal cointegration, which means that one can have

stationary combinations which includes both level and differenced variables. The I2-analysis

of our data will be left for a later paper.

Our main aim in this section is to establish a well-behaved VAR-model for the

components of Z. Thus we want the error vector to be an innovation with respect to the

information set. To study the properties of the residuals we employ different tnisspecification

statistics, all being chi-squared distributed. The Box-Pierce Q-statistic with DF degrees of

freedom (B.P-Q(DF)) is used to test for serial correlation in the residuals, the ARCH statistic

with DF degrees of freedom (ARCH(DF)) is used to test for autoregressive conditional

heteroscedasticity in the residuals and finally the Bera-Jarque statistic (BJ), which always has

two degrees of freedom, is applied to test for non-normality in the residuals. In appendix B

table Bl we report these three misspecification statistics together with the coefficient of

multiple correlation (RSQ) for some selected models. To improve the residual behaviour of

a model it is usual to work along two lines. Extending the order of the VAR-model tends to

reduce the serial correlation of the residuals, whereas autoregressive conditional
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heteroscedasticity and non-normality are best dealt with by introducing variables to be

conditioned upon. As conditioning variables in this paper, in addition to a constant term and

three centered seasonal dummy variables, we have included a price freeze dummy variable

and the change in the ratio between the current account and the GDP, from now on called the

current account ratio.

At the outset we tried to model all the five components of the Zr-vector using a VAR-

model with two lags. The upper left part of table B1 in appendix B shows the single equation

statistics in the model version where only the constant term and the centered seasonal

dummies are used as predetermined variables. As can be seen from the table, we are faced

with serial correlation in the equation for the change in the domestic interest rate and with

non-normality in the equations for the change in the domestic inflation and in the change of

the depreciation. At the right upper part of table Bl we use a price freeze variable and the

change in the current account ratio lagged two periods as additional predetermined variables.

As may be inferred we have now got rid of the significant serial correlation in the equation

for the change in the domestic interest rate, and there is no more sign of non-normality for

the change in the domestic inflation. The non-normality in the equation for the change in the

domestic inflation has been removed by conditioning on the price freeze variable. However,

the remaining problem is the equation for the change in the depreciation. In this model we

have significant serial correlation and non-normality for this variable. In spite of a lot of

experimentation, we have not been able to establish a model where the residuals in this

equation is well-behaved. On the basis of this result we fitted a model in which we

conditioned on the depreciation. This corresponds to restricting all a's in the equation for the

change in the depreciation to zero. (For a discussion of cointegration in partial systems confer

Johansen (1992b)). If these restrictions are valid, no information about the long run

parameters are lost by conditioning and the variable is weakly exogenous (in the sense of

Engel, Hendry and Richard (1983)) with regard to the long run parameters. The above

assumption implies that the change in the depreciation will not react to deviations from

possible eventually economic meaningful parity conditions, and that all adjustment, for

instance in order to reduce the deviation from the PPP, must take place in the domestic

inflation rate. It may be difficult to defend such an assumption since it is not hard to argue

that the exchange rate will react to the deviation. However, it is unrealistic to assume, as is

implicitly done within the VAR-context, that the adjustment is continuous since several



17

adjustments in the sample period have taken the form of devaluations. This means that we

are in a situation in which the exchange rate only adjusts discretly. Of course a VAR-type

model will not be capable of picking up this pattern.

The single equation statistics for the model where we have conditioned on the

depreciation are given at the bottom of table Bl in appendix B, whereas graphs and

correlograms of the residuals are displayed in appendix C. Under the weak exogeneity

assumption referred to above the residuals in the remaining equations seem rather well-

behaved, and our further analysis will be based on this model.

Writing the four dimensional VAR model in a companion form (i.e. after assuming the

change in depreciation to be weakly exogenous with respect to the long run parameters), the

roots of the characteristic polynomial may be found as the inverse of the eigenvalues of the

matrix of the system. We have done this in our maintained model and for the rank of the

impact matrix (cf appendix A) equal to 4, 3 and 2. The inverse values are displayed in table

B2 in appendix B. From this table it is inferred that all the roots are to be found in the

stationary area or on the unit circle. Our experience with this data set indicates that the

estimated roots are rather sensistive to the lag order. In some models based on a lag order of

three, for which we report no results, some of the eigenvalues are in the explosive area which

we interpret as an indication of overparameterization. Thus with our rather short sample the

lag order should not exceed 2.

4. DETERMINATION OF THE RANK PARAMETER (r)

In the subsequent structural analysis our focus is on the long-run impact matrix H. The

reduced rank of the II-matrix may be implemented by using the decomposition where

a and B are both pxr matrices and where r<p. The expression ß'Zt may be interpreted as

linear combinations of the level variables, which are stationary. Later we investigate whether

these may be given meaningful interpretations from an economic point of view. The a-matrix

contains the adjustment parameters which express the feedback effects from being out of the

equilibrium, which is measured by 13'4

Weak exogeneity of the long run parameters implies that this feedback is not present

for a variable and is thus equivalent to setting the corresponding row in the a matrix equal

to zero.
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In this section we investigate on the rank of the long-run impact matrix 1-1 in our

maintained model. Since we fit models in which we condition on the depreciation, the

maximum rank is four. The determination of the rank is based on an evaluation of the size

of the eigenvalues obtained from a generalized eigenvalue problem as described in Johansen

and Juselius (1990) and Johansen (1991). However, since we have conditioned on a price

freeze dummy and the lagged change in the current account ratio and the critical values do

not take this conditioning into account, we will not report any significance values of these test

statistics. We obtain the following four eigenvalues given in descending order: (0.734, 0.631,

0.226, 0.045). As can be seen from this it is a substantial gap between the second and the

third eigenvalue pointing to a cointegrating rank of two. The question thus seems to be

whether the third eigenvalue can be set at zero. Table B2 in appendix B also includes some

information with regard to the cointegration rank. In the right part of the table the inverses

of the roots of the characteristic polynomials in the "full rank" case are displayed. The highest

modulus is 0.87 corresponding to a real root followed by a complex root with modulus 0.81.

Restricting the cointegrating rank to three means forcing one of the roots to be 1. Using a

cointegrating rank of two means forcing another root to be 1. Since valid reduction should

permit no substantial change in the dynamics, it may be the case that the cointegrated rank

should be reduced only to 3. In the structural analysis of the next section our main assumption

will be a cointegrating rank of two, but we will, in the light of the information above, also

comment on the test results when the cointegrating rank is set to three.

Table 1

Normalized estimates of B and a

i fi„ Bi2 Bi3 ail au ai3

I. 1.000 1.000 1.000 -0.259 -0.071 -0.035

2 -2.232 0.394 -1.408 0.044 -0.119 0.146

3 -0.211 -0.232 -0.256 0*) 0*) O.)

4 0.519 -2.238 -1.836 0.001 0.163 -0.004

5 2.525 -1.068 -0.846 -0.076 0.085 0.056

*) A priori assumption
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Table 1 displays the unconstrained, normalized estimates of 13 and a and figures 7-9 depict

the accompanying unconstrained cointegrating vectors. In the lower part of these figures, the

relations have been corrected for short term variation and deterministic effects. The

cointegrating,vectors have arbitrarily been normalized with respect to the first component in

the data vector. When the cointegrating rank is set to two the third f3- and a-vector are

omitted so that It is only based on the two first vectors of the 13- and a-matrix respectively.

FIGURE 7: The first cointegation vector
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FIGURE 9: The third cointegration vector
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5. STRUCTURAL ANALYSIS OF THE COINTEGRATING VECTORS

Structural test results for two different models, based on a cointegiation rank of two and

three respectively, are displayed in table 2. The tests consist of imposing various linear

restrictions on the-vector. How this is done is explained for the full model in Johansen and

Juselius (1990) and Johansen (1991) and for the partial systems we consider in Johansen

(1992). In the following we will discuss some of the indicated test results. When the

cointegrating rank is two, no support is found for the PPP and the UIP hypotheses. The

respective significance probabilities are very close to zero. Test number 6 indicates that we

cannot reject the hypothesis that the linear combination corresponding to the RIRP is

contained in the cointegrating space. This linear combination may also be viewed as a linear

combination of the domestic and the foreign real interest rates. In test number 7 and 8 we test

whether these real interest rates themselves can be regarded as stationary variables. For the

foreign interest rates there is no sign of stationarity, whereas the significance probability

connected to the hypothesis that the domestic real interest rate is stationary is 0.03.

When we allow for a third cointegrating vector, which is somewhat questionable, the

above results are somewhat modified. The significance probabilities connected to the

hypotheses that the linear combinations corresponding to the PPP and the UIP are stationary

are 0.01 and somewhat below 0.01 respectively. From test number 4 and 5 it follows that we

can neither reject the hypothesis that the inflation rate difference nor that the nominal interest

rate difference is stationary at the 10 percent significance level. These hypotheses were clearly

rejected in the rank two cases. The significance probability connected to the hypothesis that

the linear combination corresponding to the RIRP is stationary is 0.03. This is somewhat

lower than in the rank two case. The significance probabilities connected to the stationarity

of the domestic and foreign real interest rates are 0.11 and 0.07 respectively. In the two last

tests of table 3, we are testing whether two known interpretable vectors both are contained

in the cointegrating space. In the rank equal to two case, we thereby test whether these

vectors span the entire cointegrating space. In test number 10 we test whether the depreciation

and the linear combination corresponding to the RIRP both are contained in the cointegrating

space, whereas in test number 11 the linear combinations corresponding to the PPP and UIP

are subjected to the same type of test. In the case with cointegrating rank equal to two we get

a clear rejection of both hypotheses. When the cointegrating rank is set to three the

significance probabilities are 0.02 and 0.03 respectively. The graphs of the linear
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combinations corresponding to the PPP, HIP and RIRP are displayed in figures 10-12,

respectively. The lower part of each figure displays the linear combinations after correction

for short term variation.

When judging the above test results it should be clear that the test statistics are only

asymptotically chi-squared distributed if the deprec—ition is weakly exogenous with respect

to the long-run parameters. In our case this does not seem to be the case, but since we were

unable to obtain an adequate reduced form equation for the change in depreciation we cannot

offer a test of the relevant weak exogeneity assumption. If the weak exogeneity assumption

fails, then testing linear restrictions on the cointegrating space involves non-standard

distributions which depend on the actual n-values themselves. These distributions can be

found by stochastic simulations (cf. Johansen (1992)). In the above statistical inference we

found more support for the long run RFRP than for the long run PPP and the long run UIP.

Viewing figures 10-12, however, it is hard to see why the linear combinations corresponding

to the PPP and the UIP are less stationary than the one corresponding to the RIRP. This

feature emphasizes the problems inherent in using the critical values from the chi-square

distribution in question when making statistical inference.
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Table 2
Testing structural hypotheses on cointegrating vectors in a VAR-model with k=2. The depreciation is
assumed to be weakly exogenous.

Test
number

Restrictions on
cointegrating

,	 vectors

Interpretations
of vectors
assumed

stationary

r = 2 r = 3

X2CDF) Significance
probability

x2(DF) Significance
probabality

1. (0,0,1,0,0) Depreciation 42.70 (3) 0.00 10.78 (2) 0.00

2. (1,-1,-1,0,0) Purchasing
power parity

41.95 (3) 0.00 10.44 (2) 0.01

Uncovered
3. (0,0,-1,1,-1) interest rate

parity
41.08 (3) 0.00 10.61 (2) 0.00

4. (1,-1,0,0,0) Inflation
difference

32.46 (3) 0.00 4.28 (2) 0.12

5. (0,0,0,1,-1) Interest rate
difference

26.38 (3) 0.00 3.88 (2) 0.14

6. (-1,1,0,1,-1) Real interest
rate parity

6.96 (3) 0.07 6.77 (2) 0.0

7. (-1,0,0,1,0) Domestic real
interest rate

8.83 (3) 0.03 4.38 (2) 0.11

8. (0,4 ,0,0,1) Foreign real
interest rate

24.99 (3) 0.00 5.30 (2) 0.07

A combination
of purchasing

9. (a,-a,-a,b,-b) power parity
and the interest
rate difference

23.51 (2) 0.00 3.84 (1) 0.05

(-1,1,0,1,-1) Real interest
10. rate parity 48.85 (6) 0.00 12.18 (4) 0.02

(0,0,1,0,0) Depreciation

(1,-1,-1,0,0) Purchasing
11.

, 	

(0,0,-1,1,-1)
tninterestoerv

owcparity

 r a  trate
parity

46.96 (6) 0.00 10.66 (4) 0.03



78 90 91 82 83 84 85 89 87 88 98 BO

Not corrected for short term variation
O. 035 	

0. 024 -

0. 012

0 . 000- 	

- 012 -

-.024 -

-.038 	
78 	 80 	 81 	 82 	 83 	 84 	 85 	 88 	 87 	 89 	 88 	 90

Corrected for short term variation
O .025

O .024

0.012

0.000

- 012

-.024

-.035

I 	 11

II*TV/ VT y

24

FIGURE 10: The linear combination corresponding to the PPP
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FIGURE 11: The linear combination corresponding to the UIP
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FIGURE 12: The linear combination corresponding to the RIRP

6. THE ADJUSTMENT PARAMETERS

In table 3 we report the estimates of the adjustment parameters in the case where we

have imposed the linear combination corresponding to the RIRP as a cointegrating vector

when the rank is two. The other vector, which seems hard to interpret from an economic point

of view, is chosen orthogonal to the "economic" one. According to the test results discussed

earlier, we were unable to reject the hypothesis that the real interest rate difference was

present in the cointegrating space at the 1 percent significance level.

The adjustment parameters and their standard deviations are obtained by regressing each

of the left hand side variables on calculated deviations from the long run equilibria, lagged

left hand side variables and other predetermined variables. Since the same variables enter all

the equations, no efficiency is lost by using single equation estimation.

From table 3 we conclude that the cointegrating vectors enter significantly in most of

the equations. The only exception is that the real interest rate difference does not enter in the

equation for the change in the foreign inflation. The real interest rate difference enters with

a significantly negative sign in the equation for the change in the domestic nominal interest
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rate. This means that if the domestic real interest rate exceeds the foreign one, there will be

a negative pressure on the nominal domestic interest rate. Further it is seen that the real

interest rate difference enters positively in the equation for the change in the domestic

inflation. Thus a higher real interest rate in Norway than abroad goes along with an increase

in the domestic inflation rate.

Table 3

Restricted p- and a-vectors in the VAR-model with r = 2. The first cointegration vector is
the linear combination corresponding to the RIRP. The second vector is orthogonal to the
first. T-values in parentheses.

a l a2 131 1 2

Ed 0.35	 (4.6) 0.09	 (2.0) -1 1
Trf 0.15	 (1.6) -0.08	 (-2.3) 1 1.93
v ii) .) 0 -0.11
id -0.07	 (-3.2) 0.07	 (6.0) 1 -3.99
if 0.07	 (2.5) 0.07	 (4.9) -1 -3.06

* Apriori restriction

7. CONCLUDING REMARKS

In this paper we have investigated five time series within the framework of a VAR

model: The domestic inflation rate, the foreign inflation rate, the depreciation of the

Norwegian currency, a domestic short-term interest rate and a foreign short-term interest rate.

However, we were unable to establish a reasonably well-behaved reduced form model since

the residuals in the equation for the change of the depreciation showed signs both of

substantial serial correlation and of non-normality. Because of this we had to condition on the

depreciation, and thus the dimension of the VAR model was reduced to four. Under this

assumption the residuals in the rest of the equations seemed satisfactory. Because we

condition on a price freeze dummy and the lagged change in the current account ratio, it is

not straightforward to use the simulated distributions by Johansen to make statistical inference

about the cointegrating rank. However, we note that there is a substantial decrease in the
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estimated eigenvalues between the second and the third one. This points to a cointegrating

rank of two. However, to study robustness properties we also referred some results where we

allowed for a cointegrating rank of three.

In the structural tests we investigated to what extent the linear combinations

corresponding to the different parity conditions, outlined in the beginning of this paper, were

present in the cointegrating space. These hypotheses were tested under two different values

of the cointegration rank, two and three. We conditioned on a price freeze dummy and the

lagged change in the current account ratio. Under the "rank equal to two" assumption we

found no support of the PPP and the UIP hypotheses. However, some support was found for

the RIRP hypothesis. When the cointegrating rank was set to three, the results were somewhat

modified. It was not possible to reject the joint hypothesis that both the linear combinations

corresponding to the PPP and the UIP were contained in the cointegrating space at the

percent significance level. The significance probability connected to the RER.P hypothesis was

somewhat reduced. However, it should again be emphasized that the interpretation of these

test results is not straightforward since it is based upon the assumption that the depreciation

is weakly exogenous with respect to the long-run parameters. This is not an innocent

assumption and it is probably not true.

For the model with a cointegrating rank of two, we imposed the RIRP and another

cointegrating vector orthogonal to this and calculated the accompanying factor loadings. The

two main results from this exercise was that the RIRP entered the equations for the change

in the domestic interest rate and the change in the inflation in an intuitively appealing way.

In our empirical analysis we found very weak evidence for the presence of the linear

combinations corresponding to the UIP and the PPP. One reason for this may be our rather

short sample period. Especially in the case of the PPP hypothesis it is important to have

rather long time spans. Several researcher (cf for example Kim (1990)) have reported that it

may take several years to restore a deviation from the PPP (in absolute form). However, a

longer sample may also involve additional complications in the form of regime shifts and lack

of data.
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APPENDIX A

We shall now consider the implementation of conditional expeCtations in the VAR-

models described in the introduction.

Assume model (4) and consider E[Z,A ] = E[Zt+i I Z„Zo ,...].

Now	 E[zi+,	 =	 zt-k+i Dt+1 +

Consider hypotheses of the form

(A.1)
	

b E [Z,.. 1 I	 = c' Z„

where b and c are px 1 fixed vectors.

In our case where p=5, the UIP relation 2 will correspond to b' = (0,0,1,0,0) and

c' = (0,0,0,1,-1).

Inserting the expression for E[4. 1 10,1 means that this is equivalent to

b/ni = ci

big =o i = 2,...,k
WO =b i g =O.

Then

=ci

bin, =o i = 2,...,k
WC) =1) / 11=0.

Using the definition of H = aß', this means that

b'o43' =c'
b	 = 0 i = 2,...,k
WO' =big =0

Rearranging we finally end up with the equivalent formulation of (A.1)
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(i)	 c - b E sp()

b -= (0' f3) -1 13 / (c -b)
b"fl =O, i = 2,...,k
b i 4:1) = b i g =O.

Notice that the condition splits into a condition on the long run coefficients (i), and a

condition on the rest of the coefficients (ii).

This means that a test may be conducted in two steps. First a test for the restrictions on

the long run parameters along the lines described earlier. Then given a choice of the

representation of a, the restrictions of the form (ii) may be carried out as a usual test of

restrictions in a stationary time series.
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APPENDIX B

Table Bl: Single equation statistics in unconstrained midels, k = 2

No predetermined variables included

RSQ B.P.-Q(9) ARCH(2) B-J
Normality

Eq. 1 0.761 7.967 1.643 10.4919

Eq. 2 0.779 11.385 3.812 0.811

Eq. 3 0.552 10.009 0.096 9.011*)

Eq. 4 0.608 24.8169 0.141 1.136

Eq. 5 0.602 10.863 0.640 1.075

Change in the current account ratio, lagged 2 periods, and a price freeze variable included as
predetermined variables

No variables assumed weakly exogenous The change in the depreciation assumed to
be weakly exogenous

RSQ B.P.-Q(9) ARCH(2) B-J RSQ B.P.-Q(9) ARCH(2) B-J
Normality Normality

Eq. 1 0.908 8.312 0.780 0.5279 0.910 8.800 1.143 0.846

Eq. 2 0.799 11.678 3.324 1.530 0.803 10.089 4.309 2.699

Eq. 3 0.653 17.5379 0.244 24.7009 -**) -**) ..**) _-)

Eq. 4 0.777 12.700 2.018 0.140 0.802 12.347 0.691 0.131

Eq. 5 0.632 8.978 0.065 0.460 0.637 8.533 0.218 0.154

*) Significant at the 5 percent significance level.
**) The variable is assumed to be weakly exogenous with respect to the long run parameters,

and hence the variable is not modelled.
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Table B2: Inverses of the roots of the characteristic polynomials of some VAR
models*)

r=-2 r=3 r=4

Real Im Mod Real Im ....._ Mod Real Im Mod

-0.72 0.00 0.72 -0.75 0.00 0.75 0.75 0.00 0.75
-0.34 0.00 0.34 -0.33 0.00 0.33 -0.37 0.00 0.37
0.64 0.00 0.64 1.00 0.00 1.00 0.79 0.18 0.81
0.43 0.14 0.46 0.79 0.17 0.80 0.79 -0.18 0.81
0.43 -0.14 0.46 0.79 -0.17 0.80 0.87 0.00 0.87
0.14 0.00 0.14 0.21 0.16 0.27 0.29 0.11 0.31
1.00 0.00 1.00 0.21 -0.16 0.27 0.29 -0.11 0.31
1.00 0.00 1.00 0.38 0.00 0.38 0.29 0.00 0.29

S) The change in depreciation is assumed to be weakly exogenous with respect to the long run parameters. The
price freeze dummy variable and the current account ratio is used as predetermined variables.
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APPENDIX C
Residuals and correlograms in the maintained model.
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