Abstract:
The seminal paper by Pissarides and Weber (1989) is one of several previous studies trying to measure the size of the black economy. Pissarides and Weber compared the relationship between food expenditure and income in two groups of workers, self-employed and employees in employment, assuming that employees reported income correctly. For a given level of reported income, the self-employed had a higher food expenditure than employees. Pissarides and Weber concluded that self-employed’s actual income was 1.55 times reported income, and that this part of the black economy was about 5.5 percent of GDP in the UK in 1982.

Presumably due to a too informal argumentation, Pissarides and Weber’s estimators are not entirely correct and alternative estimators have been overlooked. In all, I suggest three different interval estimators for mean under-reporting. The first is obtained by formally solving optimization problems which Pissarides and Weber tried to solve informally. The other two follows from recognizing, and incorporating, parameter restrictions which were not fully appreciated.
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1. Introduction

Knowledge about the size and functioning of the black economy is not only interesting in its own right. The presence of illegal, or informal, activities may distort empirical analyses relying on accurate measurements of economic variables. A non-exhaustive list of affected areas includes revenue predictions and analyses of labor supply, welfare distribution and consumption behavior. Yet, the obviously evasive nature of such activities usually makes direct assessments unfeasible. Several indirect approaches have tried to utilize traces left by black economy activities on measurable variables. In a seminal paper, Pissarides and Weber (1989) (abbreviated as P&W) developed a method for estimating the degree of under-reporting of income among self-employed workers, based on household data.

P&W’s basic idea was to compare the relationship between food expenditure and income in two groups of workers, self-employed and employees in employment, assuming that the latter group reported income correctly. For a given level of reported income, the self-employed tended to have a higher food expenditure than employees. Interpreted within P&W’s framework, this suggests that actual self-employment income on average was 1.55 times reported income and that this part of the black economy was about 5.5 percent of GDP in the UK in 1982.

Presumably due to a too informal line of reasoning, the estimators on which P&W’s conclusions rely are not entirely correct. I suggest a corrected and formally derived estimator. With this estimator at hand two further discoveries appear. First, I show that parameter restrictions in P&W’s model framework makes it possible to derive two additional estimators. Secondly, all three of my proposed estimators – which like P&W’s estimators are interval estimators for the mean level of under-reporting – are symmetric around mid-points that can be expressed by identifiable parameters. In contrast, P&W’s mid-points are derived based on a somewhat arbitrarily chosen procedure, in which the results depend on unidentified parameters.

The proposed estimator that most closely resembles P&W’s estimator provides only slightly different results, regardless of which mid-points are used. A second estimator suggests that actual self-employment income is about 8.6 times higher than reported income, if mid-points are calculated according to P&W’s specifications, and about 3.5 times higher if my suggested mid-points are used. The latter number yields an estimate of the black economy of 12.4 percent of GDP. This is in better accordance with independent estimates: in an overview given by Lyssiotou, Pashardes and Stengos (2004), P&W’s estimate of 5.5 percent is the lowest, while all other estimates lie within the range of 7.2 and 13.2 percent.
Despite any potential weaknesses, one should bear in mind that P&W’s method has the benefit of being highly replicable. Household level data on income and expenditure are available in several countries, making international comparison attainable. Already P&W’s method has been applied more or less directly to Canadian and Finnish data, confer Schuetze (2002) and Johansson (2000). Further developments of P&W’s method escape the problems presented here – for instance Lyssiotou, Pashardes and Stengos (2004), where a demand system with six expenditure types are modelled as functions of income; or the nonparametric single equation approach suggested by Tedds (2004). My proposal is thus simply to remove the estimators suggested by P&W from the practitioner’s toolbox and replace them with the modified alternatives presented below.

2. A short review of Pissarides and Weber’s method

My points are closely related to P&W original approach. In the following review, I have omitted parts from P&W’s study that are not strictly needed for my arguments, for instance their thorough discussion of theoretical assumptions and collateral assumptions in their empirical application. In case the reader wishes to confer P&W’s original text, I have used their notation to facilitate parallel reading.

The main structural equation in P&W’s analysis is a food expenditure function,
\[
\ln C_i = Z_i \alpha + \beta \ln Y_P^i + \varepsilon_{1i},
\]
where \(C_i\) is the food expenditure for household \(i\), \(Z_i\) is a vector of exogenous variables such as household characteristics, \(\varepsilon_{1i}\) is a white noise error term, and \(Y_P^i\) is “the measure of income that influences consumption decisions, referred to as permanent income”. The scalar coefficient \(\beta\) is the marginal propensity to consume food, and \(\alpha\) is a vector of parameters.

In addition to permanent income, P&W define two other income variables: true income and reported income. The relationships between the three income definitions are assumed to be
\[
\ln Y_i = \ln p_i + \ln Y_P^i, \tag{2}
\]
\[
\ln Y_i = \ln k_i + \ln Y_i', \tag{3}
\]
where \(Y_i\) and \(Y_i'\) are true and reported income, respectively. In (2), the difference between the logs of true and permanent income, \(\ln p_i\), is a random variable. Similarly, \(\ln k_i\) is a random variable which is supposed to capture deviation between true and reported income. The relationships between
individual values of $p_i$ and $k_i$ and the population means are defined as

\begin{align}
\ln p_i &= \mu_p + u_i, \quad (4) \\
\ln k_i &= \mu_r + v_i, \quad (5)
\end{align}

where $\mu_p$ and $\mu_r$ are population means, while $u_i$ and $v_i$ are individual deviations from the means with variances $\sigma_u^2$ and $\sigma_v^2$, respectively.

Given (1)-(5) the food expenditure can be written as a function of reported income

\begin{align}
\ln C_i = Z_i \alpha + \beta \ln Y_i' - \beta (\mu_p - \mu_r) + \eta_i, \quad (6) \\
\eta_i = \varepsilon_{1i} - \beta (u_i - v_i). \quad (7)
\end{align}

It is assumed that $\varepsilon_{1i}$ are uncorrelated with $(u_i, v_i)$. P&W (p. 27) argue that the correlation coefficient $\rho = \text{corr}(u_i, v_i)$ is non-negative. All random variables are assumed to be homoscedastic, but for $(u_i, v_i)$ variances are assumed to differ across occupational groups.

A principal assumption in P&W’s study is that self-employed underreport income while employees in employment do not. Let the subscript $SE$ denote the former occupational group, and $EE$ the latter. The accurate reporting of the employees imply that there are no deviation between true and reported income, which imply that $\mu_rEE = 1$ and $\sigma_v^2EE = \rho EE = 0$.

The error term in (6) is a composite of three different parts. In order to obtain an independent estimate of the variance of errors in income, P&W introduce a reduced form equation for income:

\begin{align}
\ln Y_i' = Z_i \delta_1 + X_i \delta_2 + \zeta_i, \quad (8) \\
\zeta_i = \varepsilon_{2i} - (u_i - v_i), \quad (9)
\end{align}

where $\delta_1$ and $\delta_2$ are coefficient vectors, $X_i$ is a vector of identifying instrument variables. The composite error term $\zeta_i$ consists of deviations of actual from permanent income, deviations of actual from reported income, and unexplained variation in permanent income, $\varepsilon_{2i}$.

Equations (6) and (8) are estimated separately. The variances of the composite error terms ($\eta_i, \zeta_i$), denoted ($\sigma_\eta^2, \sigma_\zeta^2$), are allowed to vary between groups of employees, but are assumed constant within each group. Together, the coefficients and composite variances in (6) and (8) forms a set of basic parameters (my definition of terms), which are directly identifiable.

----

\(^1\)P&W do not state (9) explicitly. They do state that “[t]he residual $\zeta_i$ is again a composite of three errors: unexplained variation in permanent income, deviations of actual from permanent income, $u_i$, and deviations of actual from reported income, $v_i$,” (P&W p. 24). They also present an expression for $\text{var} \zeta_{SE} - \text{var} \zeta_{EE}$ which is consistent with (9), (11), and (12). Thus, (9) seems to be the only reasonable interpretation.
Identifiability of other parameters in the model framework is determined by whether or not they can be expressed in terms of the basic parameters.

P&W’s main parameter of interest is “the number by which average reported self-employment income has to be multiplied to give average true income”, that is $E(k_i)_{SE}$. This parameter cannot be calculated directly from the set of basic parameters, but P&W derive an expression for it:

$$\ln E(k_i)_{SE} = \frac{\gamma}{\beta} + \frac{1}{2} \left( \sigma_{vSE}^2 - \sigma_{uSE}^2 + \sigma_{uEE}^2 \right). \quad (10)$$

P&W pose the question whether the estimate of $E(k_i)_{SE}$ “varies within a small range when $\sigma_{vSE}^2$ and $\sigma_{uSE}^2$ vary over their feasible range”. Albeit these two parameters are unidentified, their values must satisfy restrictions implied by the model setup. P&W choose to impose restrictions derived from the variance of the composite error term, $\zeta_i$, for the two occupational groups:

$$\sigma_{YSE}^2 = \sigma_{uSE}^2 + \sigma_{vSE}^2 - 2\text{cov}(u_i, v_i) + \text{var}(\varepsilon_{2i}), \quad (11)$$
$$\sigma_{YEE}^2 = \sigma_{uEE}^2 + \text{var}(\varepsilon_{2i}). \quad (12)$$

In addition there is a definitional relationship between the variances, the covariance, and the correlation coefficient for $u_i$ and $v_i$, and the variances must be non-negative. P&W perform an informal search for extreme values of $\ln E(k_i)_{SE}$ for different values of $\sigma_{vSE}^2$ and $\sigma_{uSE}^2$, subject to these restrictions. The extreme values depend on the correlation coefficient $\rho$. In the case when $\rho = 0$, the supposed minimum and maximum values of $\ln E(k_i)_{SE}$ are the limits of the interval

$$\left[ \frac{\gamma}{\beta} - \frac{1}{2} \left( \sigma_{YSE}^2 - \sigma_{YEE}^2 \right), \frac{\gamma}{\beta} + \frac{1}{2} \left( \sigma_{YSE}^2 - \sigma_{YEE}^2 \right) \right], \quad (13)$$

while in the case $\rho = 1$, the supposed maximum is

$$\frac{\gamma}{\beta} + \frac{1}{2} \left( \sigma_{YSE}^2 + \sigma_{YEE}^2 \right) + \sigma_{YSE} \sigma_{YEE}. \quad (14)$$

Since (13) and (14) can be derived from the set of basic parameters, P&W use them as interval estimators for $\ln E(k_i)_{SE}$. Interval estimators for $E(k_i)_{SE}$ can then be obtained by simple anti-log transformations.

3. Three interval estimators with natural mid-points

**First interval estimator: correcting P&W’s derivation.** Presumably due to a too informal line of reasoning, P&W’s formulae are not completely

---

2Their derivation is based on two additional parts which are omitted here; firstly, an expression for the difference between the two occupational groups’ intercepts in the food expenditure equation; and secondly, parameter restrictions implied by assuming that $u_i$ and $v_i$ are log-normally distributed.
Corrected intervals can be found by recognizing, and solving, the derivation of bounds as non-linear optimization problems. One should treat $\ln E(k_i)_{SE}$ in (10) as an objective function, dependent on the three arguments $\sigma^2_{vSE}$, $\sigma^2_{uSE}$, and $\sigma^2_{ySE}$. Simply put, the upper (lower) bound of the interval estimator is the maximum (minimum) value of $\ln E(k_i)_{SE}$ when $(\sigma^2_{vSE}, \sigma^2_{uSE}, \sigma^2_{ySE})$ is subject to the selfsame restrictions as P&W imposed when deriving their interval estimators. For expositional reasons, the formal statements and solutions of these optimization problems are given in the appendix. For any value of $\rho \in [0, 1]$, the correct interval is

\[
\left( \frac{\gamma}{\beta} + \frac{\sigma^2_{\eta EE}}{2} \right) \pm \frac{\sigma^2_{\eta SE}}{2\sqrt{1 - \rho^2}}.
\]

Compared to the intervals offered by P&W, the strongest contrast is when $\rho = 1$, in which case the correct interval covers the whole real line, or the whole positive line if we take the anti-log.

**Second interval estimator: a single equation only.** The importance of the structural similarity between the composite variances of the food expenditure function and the income equation is not fully recognized by P&W. By rewriting (7) we obtain

\[
\frac{\eta}{\beta} = \frac{\epsilon_{1i}}{\beta} - (u_i - v_i),
\]

which mathematically corresponds to (9). This observation leads to two alternative estimators, which I refer to as the second and third.

The second alternative estimator is the simplest obtainable of all three alternatives and can be derived from the food expenditure function only. Replacing (11) and (12) with corresponding equations derived from (7) yields

\[
\left( \frac{\gamma}{\beta} + \frac{\sigma^2_{\eta EE}}{2} \right) \pm \frac{\sigma^2_{\eta SE}}{2\beta^2 \sqrt{1 - \rho^2}},
\]

confer the appendix for details.

The set of basic parameter estimates needed to calculate (17) is included in the set needed to obtain estimates based on (15). In this sense, there are two competing interval estimators even if P&W’s approach is followed exactly.

**Third interval estimator: simultaneous equations with restrictions.** The third interval estimator can be found if P&W’s approach is followed exactly.

---

3 Also P&W’s solutions depend on $\sigma^2_{ySE}$, even though the quote after (10) above suggests otherwise.

4 For future studies it may be worth noting that the width of the interval depends on the income elasticity.
slightly modified. Instead of dismissing the income equation one can incorporate the structural similarity between (7) and (9) into the estimation strategy. It is straightforward to show that the composite variances satisfy the restriction

\[
\sigma_{\eta SE}^2 - \sigma_{\eta EE}^2 = \sigma_{Y SE}^2 - \sigma_{Y EE}^2.
\]

This restriction can be implemented in estimations: the food and income equation for the two groups of employees – four in total – should be estimated simultaneously, restricting the diagonal residual covariance matrix according to (18).\(^5\)

A simultaneous estimation along these lines would yield an unique interval estimator, for which the formulae will depend on the relationship between (estimates of) \(\sigma_{Y EE}^2\) and \(\sigma_{\eta EE}^2/\beta^2\), confer the appendix. If \(\sigma_{Y EE}^2 > \sigma_{\eta EE}^2/\beta^2\), the formula is (15), otherwise it is (17). Note that even though the formulae are the same, estimates of the basic parameters will usually differ between a restricted simultaneous estimation scheme and the equation-by-equation approach applied by P&W.

**Natural mid-point estimators.** P&W use their interval estimates to construct a point estimate of mean under-reporting. The value mentioned in the introduction, 1.55, is obtained in two steps: first they calculate intervals for \(E(k_i)_{SE}\) for two groups of workers (white and blue-collared), assuming that \(\rho = 0.5\); second, they find the mid-points for each interval estimate, and calculate a rough average of these midpoints. This procedure seems to be somewhat arbitrarily chosen. Why is the assumption \(\rho = 0.5\) a good choice? And why is the mid-point in the interval estimator more interesting than any other point within the same interval?

Such questions could also be taken into consideration in the alternative interval estimators. However, each of the two intervals for \(\ln E(k_i)_{SE}\), (15) and (17), are symmetric around mid-points that are independent of \(\rho \in [0, 1]\). In my view, this property makes them natural mid-point estimators, or at least important points of reference. Of course, the ‘natural mid-point’ estimators for \(\ln E(k_i)_{SE}\) are below the mid-point of the interval estimators for \(E(k_i)_{SE}\), due to the convexity of the anti-log transformation.

\(^5\)A similar relationship between the constant terms in the two equations may also apply. Let \(\Gamma_1\) and \(\Gamma_2\) denote the composite constant terms in the food expenditure equation and the income equation, respectively. If the two groups of employees share the same genuine constant term for each equation, the composite constant terms must satisfy \((\Gamma_{1SE} - \Gamma_{1EE})/\beta^2 = \Gamma_{2SE} - \Gamma_{2EE}\).
4. Discussion

In all, I have suggested three different interval estimators for mean underreporting of income: first, a corrected version of P&W’s original one; second, an alternative based on the food expenditure function only; and third, an alternative based on simultaneous estimation of the food and income equations – subject to certain parameter constraints.

The latter two are derived based on an observation of structural similarity between compound error terms in the food expenditure and income equations. Both of these estimators utilize all information contained in their respective model frameworks. In this respect, the corrected version of P&W’s original estimator is theoretically inferior, since it only uses parts of the available information.

Choosing between the food expenditure only and the simultaneous estimation approach is harder. If correctly specified, multi-equation models are asymptotically most efficiently estimated by full-information models. Yet, this merit is often less clear in finite samples, see for instance Cragg (1967) or Phillips (1983), and full-information estimators are more susceptible to specification errors, since specification errors in one equation can distort estimates in others.

We will now turn to the question of whether my points have empirical relevance. P&W reported estimates of the basic parameters needed to calculate the first and second interval estimators. The original estimates of basic parameters are given in Table 1, for white and blue-collared workers separately.

In the upper part of Table 2, P&W’s original interval estimates for $E(k_i)_{SE}$ are reproduced for comparison. Comparing them to estimates based on the first alternative estimator, in the middle part of Table 2, reveals only minor differences except for the upper bounds when $\rho = 0$. For both white and blue-collar workers, the upper bound is then roughly 0.1 higher in the first alternative intervals than in the original intervals.

Estimates based on the second alternative estimators are given in the lower part of Table 2. They are substantially wider than the corrected P&W-like intervals. Three out of four lower bounds are below unity, allowing the interpretation that self-employed may over-report income. Even more disturbing, the upper bounds are in order of magnitude ten times higher than P&W’s original intervals. This leads to unreasonably high mid-point estimates, confer the lower part of Table 3: if P&W’s procedure is followed as strictly as otherwise possible, the mid-points estimates are 8.26 for white-collar workers and 8.95 for blue-collar workers, with 8.6 as a rough average. By construction my suggested mid-points are the lowest, suggesting that
actual income is roughly 3.5 times higher than reported income. This may seem unlikely high, but at least it implies a reasonable estimate of the size of the black economy: if P&W’s factor of 1.55 implied that the black economy constituted 5.5 percent of GDP, a factor of 3.5 should correspond to about 12.4 percent of GDP.

We should keep in mind that the above results depend on P&W’s specific estimates of basic parameters, and that re-estimation on other data could yield less discrepancy between the estimators. Also the third alternative estimator, based on simultaneous estimation of the food expenditure and income equations, could yield lower results than the alternative based on food expenditure only. Such estimates are not provided here, since that would require a full re-estimation without adding theoretical insight. Nevertheless, the included results illustrate that the choice of method is highly influential on the outcome. Given the genuine difficulties associated with measurements of under-reported income, the best strategy for future studies is perhaps not to pick just one of the three alternative estimators, but apply at least the second and third.
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Table 1. Estimates of relevant basic parameters$^a$

<table>
<thead>
<tr>
<th></th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\sigma^2_{\varnothing SE}$</th>
<th>$\sigma^2_{\varnothing EE}$</th>
<th>$\sigma^2_{\varnothing YSE}$</th>
<th>$\sigma^2_{\varnothing YEE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>White-collar</td>
<td>0.270</td>
<td>0.092</td>
<td>0.185</td>
<td>0.138</td>
<td>0.250</td>
<td>0.065</td>
</tr>
<tr>
<td>Blue-collar</td>
<td>0.235</td>
<td>0.107</td>
<td>0.157</td>
<td>0.083</td>
<td>0.146</td>
<td>0.060</td>
</tr>
</tbody>
</table>

$^a$Extract from Pissarides and Weber’s Table 2.

Table 2. Interval estimates for mean under-reporting. All based on Pissarides and Weber’s original results

<table>
<thead>
<tr>
<th></th>
<th>P&amp;W’s intervals</th>
<th>First alternative estimator (P&amp;W-like intervals)</th>
<th>Second alternative estimator (food expenditure only)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho = 0$</td>
<td>$\rho = 0.5$</td>
<td>$\rho = 1$</td>
</tr>
<tr>
<td>White-collar</td>
<td>[1.28, 1.54]</td>
<td>[1.28, 1.66]</td>
<td>[1.28, 1.87]</td>
</tr>
<tr>
<td>Blue-collar</td>
<td>[1.51, 1.64]</td>
<td>[1.51, 1.74]</td>
<td>[1.51, 1.92]</td>
</tr>
<tr>
<td></td>
<td>$\rho = 0$</td>
<td>$\rho = 0.5$</td>
<td>$\rho = 1$</td>
</tr>
<tr>
<td>White-collar</td>
<td>[1.28, 1.65]</td>
<td>[1.26, 1.68]</td>
<td>(0, $\infty$)</td>
</tr>
<tr>
<td>Blue-collar</td>
<td>[1.51, 1.75]</td>
<td>[1.49, 1.77]</td>
<td>(0, $\infty$)</td>
</tr>
<tr>
<td></td>
<td>$\rho = 0$</td>
<td>$\rho = 0.5$</td>
<td>$\rho = 1$</td>
</tr>
<tr>
<td>White-collar</td>
<td>[1.02, 12.89]</td>
<td>[0.84, 15.68]</td>
<td>(0, $\infty$)</td>
</tr>
<tr>
<td>Blue-collar</td>
<td>[0.81, 13.85]</td>
<td>[0.65, 17.26]</td>
<td>(0, $\infty$)</td>
</tr>
</tbody>
</table>
### Table 3. Mid-points of interval estimates of mean under-reporting

<table>
<thead>
<tr>
<th></th>
<th>P&amp;W’s intervals</th>
<th>First alternative (P&amp;W-like intervals)</th>
<th>Second alternative (food expenditure only)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plain mid-point</td>
<td>Natural mid-point</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\rho = 0$</td>
<td>$\rho = 0.5$</td>
<td>$\rho = 1$</td>
</tr>
<tr>
<td><strong>White-collar</strong></td>
<td>1.41</td>
<td>1.47</td>
<td>1.58</td>
</tr>
<tr>
<td><strong>Blue-collar</strong></td>
<td>1.58</td>
<td>1.63</td>
<td>1.71</td>
</tr>
<tr>
<td><strong>White-collar</strong></td>
<td>6.95</td>
<td>8.26</td>
<td>$\infty$</td>
</tr>
<tr>
<td><strong>Blue-collar</strong></td>
<td>7.33</td>
<td>8.95</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>
5. APPENDIX: CORRECTED DERIVATIONS OF BOUNDS

Three different methods for deriving bounds for mean under-reporting are discussed in the main text. Mathematically, these are closely related and will benefit from a common notation. Following the exposition in the main text, I will first derive the first interval estimator, then the second and third.

To simplify notation, define \((a_1, a_2, a_3) = (\sigma^2_{SE}, \sigma^2_{SE}, \sigma^2_{EE})\) and
\[
(f(a_1, a_2, a_3) = a_1 - a_2 + a_3, \tag{A.1}
\]
and observe that \(\ln E(k_i) = \frac{\gamma}{2} + \frac{1}{2} f(a_1, a_2, a_3).\) Obviously, the optima for the function \(f\) are the same as for \(\ln E(k_i).\)

The arguments in \(f\) cannot vary freely. Rewriting (11) and (12), by letting \((A, B, w, c) = (\sigma^2_{Y SE}, \sigma^2_{Y EE}, \text{cov}(u_i, v_i), \text{var}(\varepsilon_i))\), we obtain
\[
A = a_1 + a_2 - 2w + c, \tag{A.2}
\]
\[
B = a_3 + c, \tag{A.3}
\]
where \(A > B > 0.\) In addition, the inequality constraint
\[
w^2 \leq a_1a_2, \tag{A.4}
\]
must be satisfied due to the definitional relationship between the variances and the covariance of two random variables. Finally, the variances \(a_1, a_2, a_3,\) and \(c\) must be non-negative.

Combining (A.2) and (A.3), by eliminating \(w\) and \(c,\) we obtain
\[
(a_1 + a_2 - a_3 - A + B)^2 \leq 4a_1a_2, \tag{A.5}
\]
\[
0 \leq a_3 \leq B. \tag{A.6}
\]
For a given allowed value of \(a_3,\) (A.5) constitute a filled parabola, symmetric around the line \(a_1 = a_2.\) The non-negativity restrictions for \(a_1\) and \(a_2\) are binding in two points where the border is tangent to the axes; \((a_1, a_2, a_3) = (0, a_3 + A - B, a_3)\) and \((a_1, a_2, a_3) = (a_3 + A - B, 0, a_3).\)

The general form of the problem can now be expressed clearly: the lower (upper) bound is the minimum (maximum) of \(f,\) subject to the inequality constraints (A.5) and (A.6). Due to the linearity of the objective function, the optima must lie on the border of the admitted set, but without further restrictions there are no solutions. For any allowed \(a_3,\) it can be shown that the objective function is not parallel to the border in any point, not even asymptotically. It follows that arbitrarily large, positive or negative, values of the objective function can be obtained.

\(^6\)P&W seem to refer to the restriction \(A > B > 0\) as a theoretical restriction derived from their other assumptions, but it is a separate assumption. If \(B \leq A,\) bounds can be found along the lines suggested here, with slightly more complicated formulae.
Making assumptions on the correlation coefficient for \( u_i \) and \( v_i \), defined as
\[
\rho^2 = \frac{w^2}{a_1a_2}, \quad a_1a_2 > 0,
\]
amounts to restricting the admitted set. Following P&W, I will only consider cases when \( 0 \leq \rho \leq 1 \).

In the case when \( \rho = 1 \), (A.4) and (A.5) become equalities. This implies that only the border of the general admitted set is allowed and that the interior is disregarded. Even though the admitted set is reduced, the conclusion is the same as for the general case: no optima exist, and the objective function can take arbitrarily high positive or negative values.

Let us redefine the other extreme, \( \rho = 0 \) to mean \( w = 0 \), since \( \rho \) is not well defined when \( a_1 \) or \( a_2 \) equals zero. Then (A.5) becomes an equality where the right hand side is zero, and the admitted set forms a plane in \((a_1, a_2, a_3)\) that meets the axes for \( a_1 \) and \( a_2 \) in the same points as the tangency points in general case. The linearity of \( f \) makes it sufficient to check the corners of this plane for optimal values. The minimum and maximum values are \( B - A \) and \( B + A \).

In intermediate cases, with a fixed \( \rho \in (0, 1) \), (A.5) becomes and equality with \( 4\rho^2a_1a_2 \) on the right hand side. For any allowed \( a_3 \), the admitted area now forms an ellipse in \((a_1, a_2)\). This ellipse has the same tangency points with the axes of \( a_1 \) and \( a_2 \) as in the unrestricted case, regardless the value of \( \rho \). Given the geometric situation, it is obvious that the optima must be tangency points between the ellipse and contours of \( f \). There are two such tangency points, \((a_1, a_2) = (a^*, a^{**})\) and \((a_1, a_2) = (a^{**}, a^*)\), where
\[
a^* = \frac{(a_3+A-B)(1+\sqrt{1-\rho^2})}{2(1-\rho^2)} \quad \text{and} \quad a^{**} = \frac{(a_3+A-B)(1-\sqrt{1-\rho^2})}{2(1-\rho^2)}.
\]
Since \( f(a^*, a^{**}, a_3) \) and \( f(a^{**}, a^*, a_3) \) are linear in \( a_3 \), the optima are obtained with either \( a_3 = 0 \) or \( a_3 = B \). The minimum and maximum values are \( f(a^*, a^{**}, B) \) and \( f(a^{**}, a^*, B) \), respectively, and define the interval of interest:
\[
(A.8) \quad \left( B - \frac{A}{\sqrt{1-\rho^2}}, B + \frac{A}{\sqrt{1-\rho^2}} \right).
\]

A few things are worth noting. Firstly, the interval in the intermediate case can be used to describe the intervals in the extreme cases, \( \rho = 0 \) and \( \rho = 1 \). Secondly, the mid-point of the interval is always \( B \), regardless the value of \( \rho \). This is because for any \( \rho \), the graph of the admitted set is symmetric around the plane where \( a_2 = a_1 \), and because \( f \) is linear with contours parallel to this plane.
With minor adjustments, the formula above applies to the case where only
the food expenditure equation is taken into account. The whole idea is to re-
place the equations (11) and (12) with corresponding equations derived from
(16). Defining \((A', B', w, c') = \left(\frac{\sigma^2_{SE}}{\beta^2}, \frac{\sigma^2_{EE}}{\beta^2}, \text{cov}(u_i, v_i), \text{var}(\varepsilon_{1i}/\beta^2)\right)\),
this amounts to replacing \((A, B, c)\) with \((A', B', c')\) above. Otherwise the
arguments are exactly the same, and the second interval estimator follows
directly.

Some additional modifications apply in the case where the food expendi-
ture and income equations are estimated simultaneously with restrictions.
When \(A - B = A' - B'\), (A.5) will be the same regardless on whether one
chooses to use \((A, B)\), or \((A', B')\). The only real difference is (A.6), which
should be replaced with

\[
(A.9) \quad 0 \leq a_3 \leq \min(B, B').
\]

Whichever of \(B\) and \(B'\) is binding should be used in (A.8), together with its
respective mate \((A \text{ or } A')\), in order to obtain the third interval estimator.
Figure 1. Graphs of admitted area for three values of $\rho$ and symmetry-line when $a_3 = 0$, $A = 0.250$ and $B = 0.065$

Tangency points between admitted set and axes when $0 < \rho \leq 1$.
When $0 < \rho \leq 1$, the admitted set can be derived from (A.5):

(B.1) \[ (a_1 + a_2 - a_3 - A + B)^2 = 4\rho^2 a_1 a_2. \]

Differentiating with respect to $a_1$ and $a_2$, keeping $a_3$ fixed, we obtain

(B.2) \[ da_1 \left( a_1 + (1 - 2\rho^2)a_2 - a_3 - A + B \right) = -da_2 \left( (1 - 2\rho^2)a_1 + a_2 - a_3 - A + B \right) \]

The tangency point between the admitted set and the $a_1$-axis satisfy the restrictions

(B.3) \[ \frac{da_1}{da_2} = 0 \quad \text{and} \quad a_2 = 0, \]

which gives the solution

(B.4) \[ a_1 = a_3 + A - B. \]
The tangency point between the admitted set and the $a_2$-axis is found by a corresponding argument.

**Extreme values of $f$ when $0 < \rho < 1$.** For $a_3$ fixed, the admitted set is an ellipse when $0 < \rho < 1$. An extreme value is a point on the ellipse where a contour of $f$ is tangent to the ellipse.

Define $C = -a_3 - A + B$, then the slope of the ellipse is

\[
\frac{da_2}{da_1} = \frac{a_1 + (1 - 2\rho^2)a_2 + C}{(1 - 2\rho^2)a_1 + a_2 + C}.
\]

The slope of the contours of $f$ is

\[
\frac{da_2}{da_1} = 1.
\]

If a contour is tangent to the ellipse these two slopes must equal, that is the requirement

\[
-\frac{a_1 + (1 - 2\rho^2)a_2 + C}{(1 - 2\rho^2)a_1 + a_2 + C} = 1
\]

must be satisfied. Solving this expression with respect to $a_2$ yields

\[
a_2 = -a_1 - \frac{C}{1 - \rho^2}.
\]

Inserting into the formula of the ellipse, (B.1), yields

\[
\left(C - \frac{C}{1 - \rho^2}\right)^2 = -4\rho^2 \left(a_1^2 + a_1 \frac{C}{1 - \rho^2}\right).
\]

This is a quadratic equation in $a_1$ which can be rewritten as

\[
a_1^2 + \frac{C}{1 - \rho^2}a_1 + \frac{\rho^2 C^2}{4(1 - \rho^2)^2} = 0
\]

and has two solutions:

\[
a_1 = \frac{-\left(\frac{C}{1 - \rho^2}\right) \pm \sqrt{\left(\frac{C}{1 - \rho^2}\right)^2 - 4 \frac{\rho^2 C^2}{4(1 - \rho^2)^2}}}{2} = -\frac{C}{2(1 - \rho^2)} \left(1 \pm \sqrt{1 - \rho^2}\right).
\]

For each solution, a corresponding solution for $a_2$ is found from (B.8). Defining $a^* = -\frac{C}{2(1 - \rho^2)} \left(1 - \sqrt{1 - \rho^2}\right)$ and $a^{**} = -\frac{C}{2(1 - \rho^2)} \left(1 + \sqrt{1 - \rho^2}\right)$ it is easily verified that the pairs of solutions are $(a_1, a_2) = (a^*, a^{**})$ and $(a_1, a_2) = (a^{**}, a^*)$. 
For both pairs of solutions, $f$ is linear in $a_3$:

\begin{align*}
(B.12) \quad f(a^*, a^{**}, a_3) &= a_3 + \frac{C}{\sqrt{1-\rho^2}} = a_3 \left(1 - \frac{1}{\sqrt{1-\rho^2}}\right) - \frac{A - B}{\sqrt{1-\rho^2}}, \\
(B.13) \quad f(a^{**}, a^*, a_3) &= a_3 - \frac{C}{\sqrt{1-\rho^2}} = a_3 \left(1 + \frac{1}{\sqrt{1-\rho^2}}\right) + \frac{A - B}{\sqrt{1-\rho^2}}.
\end{align*}

Since $C = -a_3 - A + B < 0$, the expressions after the first equalities in (B.12) and (B.13) imply that $f(a^*, a^{**}, a_3) < f(a^{**}, a^*, a_3)$, for any given $a_3$. The fact that $f(a^{**}, a^*, a_3)$ is (linearly) increasing in $a_3$ implies that

\begin{equation}
(B.14) \quad f(a^{**}, a^*, B) = B + \frac{A}{\sqrt{1-\rho^2}}
\end{equation}

is the maximum value in the admitted set. Correspondingly, $f(a^*, a^{**}, a_3)$ is decreasing in $a_3$, implying that the minimum value in the admitted set is

\begin{equation}
(B.15) \quad f(a^*, a^{**}, B) = B - \frac{A}{\sqrt{1-\rho^2}}.
\end{equation}

**Figure 2.** Graphs of admitted area when $a_3 = 0$ and $a_3 = B$, for $\rho = 0.5$, $A = 0.250$ and $B = 0.065$
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