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PREFACE

This is an econometric study of consumer demand in Norwegian

households based on selected data from the annual Surveys of Consumer

Expenditure 1975 - 1977. It is mainly concerned with simultaneous

estimation of a system of demand functions for five aggregated commo-

dity groups, but additional results for 28 disaggregated commodities

are also reported.

The authors provide several interesting interpretations of the

underlying theoretical model and their empirical findings at both

levels of aggregation. The results for the disaggregated commodities

give a detailed picture of the structure of consumption in Norwegian

households. This information is of value, inter aha, for the current

work with macro-economic planning models and tax incidence models in

the Central Bureau of Statistics.

The study also demonstrates the fruitfulness of a co-operation

between econometricians and data producers within a statistical office.

The way in which the authors exploit the particular sampling design

with partly overlapping (rotating) panels followed in the Surveys of

Consumer Expenditure gives evidence of this. Emphasis is laid on the

development of advanced estimation methods which take explicit account

of the fact that the data consist of households which participate in

the surveys in two consecutive years (1975 - 1976 and 1976 - 1977, respec-

tively). The analysis shows that this approach yields valuable informa-

tion on individual differences in consumption behaviour that could not

have been obtained if the samples had been non-overlapping.

Central Bureau of Statistics, Oslo, 27 May 1982

Arne Oien



FORORD

Dette er en Okonometrisk studie av konsumetterspørselen i norske

husholdninger basert på utvalgte data fra Statistisk Sentralbyrås lOpende

forbruksundersOkelser for årene 1975 - 1977. Størstedelen av analysen er

viet simultan estimering av et system av etterspOrselsfunksjoner for fem

aggregerte varegrupper, men den inneholder også supplerende resultater

for 28 disaggregerte varegrupper.

Forfatterne gir flere interessante tolkninger av den underliggende

teoretiske modell og de empiriske resultater på begge aggregeringsnivåer.

Resultatene for de disaggregerte gruppene gir et detaljert bilde av for-

bruksmønsteret i norske husholdninger. Disse er nyttige blant annet for

arbeidet med videreutvikling av de makroOkonomiske planleggingsmodellene

og skatteinsidensmodellene i Statistisk Sentralbyrå.

Studien er også et eksempel på et fruktbart samarbeid mellom

Okonometrikere og dataprodusenter i Byrået. Dette kommer særlig til ut-

trykk ved at forfatterne utnytter den spesielle utvalgsplanen med roter-

ende utvalg som benyttes i forbruksundersOkelsene. Det er lagt spesiell

vekt på å utvikle avanserte estimeringsmetoder for å få tatt hensyn til

at datamaterialet består av husholdninger som har deltatt i forbruks-

undersOkelsene i to år på rad (henholdsvis 1975 - 1976 og 1976 - 1977).

Analysen viser at dette gir verdifull informasjon om individuelle for-

skjeller i forbruksmOnsteret som ikke kunne ha blitt avdekket om ut-

valgene var blitt trukket på nytt hvert år.

Statistisk Sentralbyrå, Oslo, 27. mai 1982

Arne Oien



ABSTRACT

This is an econometric study of a complete system of consumer

demand functions based on combined cross-section/time-series data. The

theoretical basis of the model is the Fourgeaud-Nataf specification of

demand systems (Econometrica, 1959), converted to budget shares. Its

disturbance vector is decomposed into an individual component and a

remainder. The empirical basis is reports from 418 Norwegian households,

one half observed in 1975 and 1976, the other half in 1976 and 1977, i.e.

the data are incomplete cross-section/time-series data. Two different

levels of aggregation of commodities are considered, specifying 28 and 5

groups, respectively. Type of household is represented parametrically by

the number of household members and the age of its main income earner.

FIML estimates of the coefficients along with the implied estimates of

Engel and Cournot elasticities and the income flexibility (the Frisch

parameter) are reported. A main conclusion is that a significant part

of the disturbance variance can be ascribed to unobserved individual

differences for the large majority of commodity groups.
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In this book, we present the result of an econometric exploration

of an original data source. The project has a history which deserves

mention:

In the beginning of the 1970's, a plan was worked out in the

Central Bureau of Statistics for a substantial revision of the design of

the surveys of consumer expenditures. Its essence was to replace the

large national surveys, performed at intervals of several years, by a
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out a couple of preliminary methodological papers on the utilization of
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I. ECONOMETRICS OF INCOMPLETE CROSS-SECTION/TIME-SERIES DATA: THE
CASE OF DEMAND ANALYSIS

During years, econometric aspects of the household demand for

consumption commodities have inspired a continuous flow of research, and

a lot of empirical results with relevance to econometric modelling and

policy analysis have emerged. The present work is a methodological and

empirical treatise on themicro-econometrics of household demand. To the

authors' knowledge, it is the first study of its kind: Its novelty lies

primarily in the use of genuine micro data from household budget surveys

and in the application of an error components model in that context.

Moreover, the parametric form assumed for the demand functions - based on

a model originally proposed by Fourgeaud and Nataf (1959) - is one which

has not received much attention from empirical researchers, in spite of

its virtues for analyzing micro data.

The study's methodological contributions are mainly to the econo-

metric treatment of combined cross-section/time-series data (referred to

as CS/TS data in the sequel). In econometric research, a growing atten-

tion has been devoted to such data in recent years, for two principal

reasons: They are now more accessible to researchers than before,

and it is recognized that they give a far wider scope for analyzing indi-

vidual behaviour and differences in behaviour than more conventional data

types. On the other hand, the problem of modelling adequately the

stochastic mechanism generating the data becomes more exacting.

The theoretical contributions to the econometric literature on

CS/TS data usually assume that the same individuals are observed in all

the time periods under consideration, i.e. complete CS/TS data.

the point of view of analytical simplicity, the assumption that complete

time series exist for all individuals under observation, is obviously

very convenient. In many practical cases, however, it is not satisfied,

or cannot be made to be satisfied unless one is willing to discard a

substantial part of the observations. The data available to the researc-

her are incomplete CS/TS data. 2)

This state of affairs is a main starting point for this study.

It is concerned with estimation of consumer demand functions on the

basis of individual data from a sample of 418 Norwegian households. The

data cover a period of three years, but no household is observed more

than twice, i.e. we have incomplete CS/TS data. This 'incompleteness'

1) Examples are Balestra and Nerlove (1966), Wallace and Hussain (1969),
Nerlove (1971), Maddala (1971), Mazodier (1971), and Mundlak (1978).
2) See BiOrn (1981a, 1981b), for a formal and fairly general treatment
of such data structures and their relation to complete CS/TS data.
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reflects the difficulties in persuading randomly selected households to

engage in repetitive reporting of consumption expenditures. Usually, a

data collecting agency has no legal means to force an individual to

participate in a sampling survey. Attempts to construct a data set in

the complete CS/TS format for household budget surveys could be predicted

to fail; the panel would almost certainly be subjected to serious 'attri-

tion' after a few years. This, of course, is due to the fact that the

reporting of consumption expenses is a time-consuming activity - at

least when detailed book-keeping is involved, as is the case in the

Norwegian Surveys of Consumer Expenditures. In these surveys, the book-

keeping period is only two weeks, but even for those households which

are asked to report only once, the rate of non-response is as high as

30 per cent.
3)

A second starting point for the study is a desire to explore the

importance of unobservable individual differences in consumption habits.

From casual observation, we all know that different people buy different

commodities, and even if differences in income, family size, and other

demographic characteristics are accounted for, substantial 'individual

factors' reflecting differences in tastes, attitudes, experiences, etc.

seem to be left. Regardless of the number of observable variables we

specify in our model, we cannot expect to explain all these differences.

Thus, they will become part of the model's disturbances. Since our data

are individual data with repeated observation of each individual, it is

possible to identify these factors and make them subject to a formal

econometric analysis.

Why do we want information on the unobservable individual compo-

nent of consumption expenditures? A decomposition of the disturbance

3) In recent years, attention has been devoted to one class of models
for incomplete CS/TS data in the context of the so-called selectivity
bias (or self-selection bias) problem. See e.g. Hausman and Wise (1977),
Griliches, Hall, and Hausman (1978), and Maddala (1978). Briefly, their
problem is that of estimating regression models efficiently from CS/TS
data in situations where the panel has been subjected to 'attrition' or
'accretion' over time as the result of a systematically changing degree
of non-response: The missing of observations does not take place at
random, but is the result of individual choice in such a way that the
probability of belonging to the panel in any given period is related to
variables which are endogenously determined in the model. Then the
standard methods of estimation will not produce consistent coefficient
estimates. Such approaches are obviously relevant when dealing with
for instance problems of work participation (confer the examples given
in Maddala (1978, section II)). In the present study, we shall not be
concerned with the selectivity bias problem, as we believe it is of
minor importance in connection with consumption data. It may, however,
be present for some commodities. If, for instance, a household with a
high consumption of liquor is more likely to be a non-respondent than
other households, selectivity bias will be present in our data set.
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variances is, of course, interesting by itself, but it is not an issue

of academic interest only. Estimates of variance components may provide

valuable information when micro data on consumption are used to forecast

changes in aggregate consumption and for estimating the precision of

such forecasts. It may also be useful for assessing the potential gain

to be obtained from a revision of the sampling design.

The third motivation for this study is, as already declared, a

desire to explore the problems of estimating a complete system of consumer

demand functions from individual household data by means of advanced econo-

metric methodology. To the authors' knowledge, no previous study has

treated this topic. A few researchers have dealt with the estimation of

complete demand systems from time series of household budget surveys,

viz. Pollak and Wales (1978, 1980, 1981) and Salvas-Bronsard (1978),

based on data from U.K. and France, respectively. However, these studies

differ from the present one in one crucial respect: instead of using

observations from the individual households, group means (cell means)

calculated from the individual reports are considered as the basic data.

This aggregation, of course, implies that all variation of consumption

expenditures and their explanatory variables within the different groups

is swept under the carpet. With our use of the primary data, we incur no

such loss of information - this is a crucial point since our model, like

those considered by Pollak and Wales, is non-linear. 4) Another basic

advantage with our data is that they permit identification of individual

disturbance components. 5)

The study is organized as follows: The theoretical model is set

out in chapter II and its main properties are examined. Chapter III is

concerned with the econometric specification of the model, with particular

emphasis on the decomposition of its error terms. A fairly detailed

account of an iterative, step-wise algorithm for estimation of the para-

meters of the model is given in chapter IV . The algorithm is outlined

both for the case of simultaneous estimation of the complete demand sys-

tem and for the simpler problem of single equation estimation. Chapter V

gives a brief survey of data. Empirical results for the simultaneous

version of the demand system are given in chapter VI, additional single

equation results, at a more disaggregated level of commodity classifica-

tion, are presented in chapter VII. In the concluding chapter, chapter

4) It is also essential for the calculation of the standard errors of
the estimated coefficients.
5) Salvas-Bronsard (1978) adopts a disturbance components specification
(with an individual, a time specific, and a remainder component) for her
group means data. It is difficult to recognise the interpretation of the
"individual" disturbance component in her analysis, however, since the
basic individual data underlying her group means are not complete CS/TS
data. In fact, the different panels of households are non-overlapping.
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VIII, we survey the main findings, point out some unsolved problems, and

suggest topics for further research. In addition to its text section,

the study also includes 8 appendices, dealing with specific, more tech-

nical, problems; a table annex, recording all the relevant empirical

findings; and a particular annex presenting an example computer program.
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II. THE STRUCTURAL MODEL

2.1. Point of departure

There exists a large arsenal of specifications of complete systems

of consumer demand functions in the literature. 	 The various models

differ not only with respect to flexibility of functional forms, number of

free parameters, claims to data etc.; their relation to formal axiomatic

theory of consumer's choice is also widely different. We shall focus

attention on static demand systems and we tacitly assume that the func-

tional form is identical for all the commodities in the system. 2) We may

then distinguish between three broad classes of demand systems.

The first class contains those systems which can be derived by

maximizing a static utility function of known parametric form, subject to

the condition that the sum of the expenses on the different commodities

exhausts a given budget. Secondly, we have the systems which satisfy the

general restrictions of the consumer demand theory (adding-up, homogeneity,

and symmetry of the Slutsky substitution matrix), without being derivable

from maximization of a (direct) utility function of known parametric form.

An important subclass consists of the models for which the parametric

form of the corresponding indirect utility function has been established,

but whose basic direct utility function is still unknown. 3) The third

class contains the systems which do not satisfy all the theoretical

constraints, or satisfy them only approximately.

It is not easy to find demand systems which agree with all the

theoretical constraints and at the same time exhibit the flexibility of

functional form which is necessary for confrontation with micro data.

For example, demand functions which are linear in total expenditure (i.e.

have linear Engel curves), belong to the 'theoretically admissible' class

of models, as functions with this property can be derived from parametric

utility functions, e.g. the Stone-Geary or the quadratic utility func-

tions.
4)
 However, strict linearity is not supported by micro data. If

this hypothesis is tested, e.g. by running regressions on cross-section

data from individual households, it is almost universally rejected in

1) Barten (1977) gives a useful survey.
2) I.e., we do not pursue the suggestions made in Johansen (1981) to com-
bine different functional forms within the same demand system.
3) See e.g. Diewert (1974, 1982), Lau (1977), and Jansen (1978).
4) The class of utility functions which imply linear expenditure functions
has been formally examined by Gorman (1961), Pollak (1971), and Somermeyer
(1974).
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favour of more general specifications. 5) A first order Taylor expansion

of the underlying 'true' demand functions about the sample mean is empi-

rically inadequate when observation units with widely different income

levels are represented in the data set. We should search for a more

flexible parametrization.

An examination of the literature reveals, however, that the class

of complete demand systems which both satisfy the theoretical constraints

and admit non-linear Engel curves is very limited. Three of its members

are the Indirect Translog System (Christensen, Jorgenson, and Lau (1975)),

Carlevaro's generalization of the Stone Linear Expenditure System (LES)

(Carlevaro (1976)), and the Quadratic Expenditure System (QES) (Pollak

and Wales (1978, 1980)), which is another generalization of the LES. A

fourth member is the AIDS (i.e. Almost Ideal Demand Systems) - a class

of demand systems proposed recently by Deaton and Muellbauer (1980a),

(1980b, section 3.4). The AIDS, however, gives, in spite of its name,

a rather rigid representation of the income response: when all prices

are constant, the demand functions expressed as budget shares are simply

linear functions of the logarithm of total expenditure.

From an econometric point of view, it is a common feature of these

four models that the number of parameters to be estimated is considerable,

even with a moderate number of commodity groups involved. Furthermore,

the majority of parameters are introduced to give a refined representa-

tion of the price response. This, of course, may place heavy claims on

the variability of the relative prices if serious problems of collinea-

rity are to be avoided. For these reasons, we have found neither of the

above mentioned models particularly attractive as a basis for the present

analysis.

We have chosen a specification based on a model proposed by

Fourgeaud and Nataf more than 20 years ago (Fourgeaud and Nataf (1959)).

This model both satisfies the general restrictions of the consumer demand

theory and admits non-linear Engel curves, but is, nevertheless, con-

siderably more parsimonious in terms of the number of free parameters than

any of its four 'competitors' mentioned above. In spite of this, it has

been largely neglected in empirical work; to our kaowledge, only one

previous econometric analysis of the Fourgeaud-Nataf model exists (Nasse

(1973)).

5) An analysis of Norwegian household data based on a complete system of
demand functions specified as cubics in income is presented in BiOrn
(1978). This model belongs to the third, 'theoretically inadmissible'
class of models mentioned above.
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The main limitation of this model seems to be that it gives a

fairly restrictive parametrization of the price response. As Anton Barten

says in his 1977 survey article,

"The strong point of the Fourgeaud-Nataf approach is the flexi-
bility it allows for introducing the influence of total expendi-
ture   , its weak point being the constraint imposed on the
price effects." (Barten (1977, p. 42).)

Angus Deaton also expresses some scepticism towards the applicability of

the Fourgeaud-Nataf model to estimate the price responses:

  in spite of [its] apparent generality, the income and
price elasticities of the Fourgeaud and Nataf model, like those
derived from direct and indirect additivity, lie approximately
along a straight line. Consequently such a model cannot be used
for the independent measurement of income and own-price elasti-
cities." (Deaton (1975b, p. 263).) 6 )

The meaning of the term 'independent measurement' in the last sentence is

not, however, clear to us: When estimating price and income elasticities

within the framework of a complete system of demand equations restricted

by utility maximizing behaviour, the estimates will, of course, always

be statistically dependent. This holds irrespective of the flexibility

of the functional form used; the difference between the models in this

respect is only one of degree.

It should be noted, however, that the Fourgeaud-Nataf model gives

a less restrictive modelization of the price response than for instance

the LES model (Stone (1954)), still one of the most popular demand models

in the econometric literature. We shall elaborate this point in section

2.3 below.

The main features of the Fourgeaud-Nataf model are presented in

section 2.2. In section 2.3, we discuss its most important implications

and attempt to state its relation to some other complete systems of con-

sumer demand functions. Section 2.4 is concerned with its implied demand

elasticities.

2.2. The Fourgeaud-Nataf model: General properties

In their article, Fourgeaud and Nataf posed the following inte-

resting problem: Let x i be the volume of demand for the i'th commodity,

p i its price (i=l ...... N), y the total value of expenditure,

6) Deaton also remarks that the Fourgeaud-Nataf model, as well as models
based on direct or indirect additivity, are special cases of Pollak's
concept 'generalized additive separability' (Pollak (1972)).
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N
(2.1) 	 y = E

i=1

and P = P(p i ,....,pN ) a price index function homogeneous of the first

degree. Restrict the demand function for each commodity to be a function

of two variables only, its 'real price' p i /P and 'total real expenditure'

y/P, i.e. let

(2.2) 	 x i = F i 6.5rpT, 	 (i=1,2,....,N).

Which restrictions should be imposed on the N+1 functions F l, FN and

P to make this specification compatible with the constraints implied by

static utility maximizing behaviour?

From this starting-point, Fourgeaud and Nataf were led to study a

class of demand functions which can be written in the following form: 7)

S-1
P; 	 s.

(2.3) 	 x. = 	 C(1) + 	 1 	[I
P./P

	- C(Y)]	(i=l ..... N),
i P 	 P 	 P 	 P

with the corresponding price index function
1

N 	 a
(2.4) 	 P = ( 	 t.p.")

j = 1 J J

where t i , s i ,and i3 are constants and C(y/P) is a (so far) unspecified

function. We observe that C is the crucial element in the characteriza-

tion of the income response in the Fourgeaud-Nataf model. All specifi-

cations in which C is non-linear in y/P, imply non-linear Engel curves,

and conversely: linearity of C also implies linearity of the Engel curves.

For this model to be consistent with utility maximization,

C(y/P) should obey certain regularity conditions (see below), and the

coefficientss.should add to unity: 8)

N
(2.5) 	 E s. = 1.

i=1

Moreover, as is apparent from (2.3) and (2.4), the coefficients t i can,

without loss of generality, be normalized to add to unity:

7) To be precise, (2.3)-(2.4) delimit the main class of models examined
in Fourgeaud-Nataf's article.
8) See Fourgeaud and Nataf (1959) and Nasse (1973). Our function C is
equivalent to the function (-K) in Fourgeaud-Nataf's article and in the
first part of Nasse's article.
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N
(2.6)	 E t. = 1.

i=1 1

Or stated in econometric terms: this normalization is required to make

all the coefficients of the model identifiable.

The parametric form of the (direct) utility function corresponding

to the Fourgeaud-Nataf model has not yet, in general, been established. A

class of indirect utility functions which generate demand functions of the

form (2.3)-(2.4) is, however, known. According to Fourgeaud and Nataf

(1959, p. 346) and Nasse (1973, p. 1140), it has the form

N 	 -s.
(2.7) 	 V*(y,p ...' p ) 	 W*(u,v" v ) = (D(u) 	 v. 1 ,
	N 	 1 	 N 	

i=1 1

where u is 'total real expenditure',

(2.8) 	 u = p,

V. . is the 'real price' of commodity i,

p.
(2.9) 	 v i	(i=1,...,N),

and (D is a function implicitly defined in terms of C as follows:

(2.10) 
d log(u) _ 4)'(u) 	 1 

du 	 - cD(u) 	 u-C(u) •

Considering utility as ordinally measurable, we can, however,

take any positive monotonic transformation of V* (or W*) as an equally

valid representation of the consumers' preferences. Let us, in parti-

cular, consider the logarithmic transformation, i.e. V = logV* ( 4= log W*),

which leads to the indirect utility indicator

N
(2.11) V(Y,P 1 ,...,PN) 	 W(u,v 1 ,...07N) = ,P(u)	 silog v i ,

i=1

where ip(u) = log 0(u), i.e.

(2.12) 	 -
u-C(u) •

1

Thus, the Fourgeaud-Nataf model admits an indirect utility function which

is additive in real prices and total real expenditure, in the sense that
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the class of indirect utility functions, which is consistent with the model

contains (at least) one member of this form.

It is easy to verify that the demand system (2.3)-(2.4) is com-

'patible with the indirect utility function (2.11)-(2.12). According to

Roy's identity, written in absolute form, we have 9)

DV/Dp i

3V/Dy

From (2.11) and (2.12), while making use of (2.5), (2.6), (2.8) and (2.9),

we find

BV 	 1 
(2.14) 	 -

By 	 P{u-C(u)}

2V - lf i 4,  C(u) 	 b-11
(2.15) 	 t.v. 	 ri3p 	 P lv i 	u-C(u)	 i i 	 j

(i=1,...,N).

The demand equations (2.3) follow straightly by inserting (2.14) and

(2.15) in (2.13).

A basic implication of utility maximizing behaviour is that an

increase in total expenditure (income), or a decrease in one of the prices

will always lead to an increase in maximal obtainable utility. From (2.14)

we see that positive marginal utility of (real or nominal) income implies

that the following inequality should be satisfied:

(2.16) C(u) < u 	 for all u.

Likewise, negative marginal utility of the i'th real price (2W/Bv i <O)

implies

(2.17) 	 s i > 0 	(i=l,.. .,N).

We note from (2.15) that these two inequalities also ensure negative

marginal utility of the i'th nominal price (3V/Bp i<0) if C(u)0 and t i_ . O.

The above conclusions are valid irrespective of which monotonic trans-

formation of (2.7) we take to represent the consumers' preferences; they

are not confined to the additive form (2.11).

9) See Roy (1943). Lau (1969, p.375) claims to be the first to write the
identity in this form, which is not correct as it can be found in e.g.
Houthakker (1960, p.250); confer Jansen (1978, p.11).

(2.13) x i - - (i=1,...,N).
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Implicit in the above discussion is the interpretation of P as an

index of the 'level' of the consumer prices. We are not, however,

forced to adopt this interpretation. Formally, (2.4) is a linear homo-

geneous function of the prices belonging to the constant elasticity of

substitution (CES) family. We can thus characterize the behaviour of the

P function - and hence the model's representation of price responses - by

referring to well-established properties of CES functions. 10) From (2.4)

and (2.8) it follows that the elasticity of P with respect to the j'th

price is equal to

P.ap 	j	(2.18)	 7. -
J 	api P	 J 3

If we stick to the interpretation of P as a price index function, it is

reasonable to require that this elasticity be non-negative, which implies

	

(2.19)
	

(i=l ..... N).

Then,t.in fact represents the weight assigned to the j'th price in the
J

index function in its 'basic year' (i.e. when p =...=p =P=1). If we relax
1 	 N

this interpretation, however, it is not obvious that non-negativity of all

t.'s should be imposed as an a priori constraint.
J

In this study, we have chosen to base our econometric specifica-

tion of the model not on the demand functions written in the quantity

form, (2.3), but on the corresponding functions expressed as budget shares.

The reasons for this choice are set out in section 3.2 and further elabo-

rated in appendix B. Let w i=p ix i /y be the budget share of commodity i in

value terms (the corresponding volume budget share may be defined as

x i /u = w iP/p i). From (2.3), (2.8), and (2.9) it follows that the budget

share demand function of commodity i can be expressed in terms of the

total real expenditure u and the real price v i as follows:

10) If Ø>/, (2.4) is formally equivalent to a single input/multiple output
CES function (P and pi being analogous to the input and the j'th output,
respectively), with concave production possibility surfaces and with an
overall elasticity of substitution on the output side equal to 11(0-1).
Conversely, if Ø<Z, it is formally equivalent to a multiple input/single
output CES function (p. and P being analogous to the j'th input and the
output, respectively), 3with convex indifference surfaces and with an ove-
rall elasticity of substitution on the input side equal to 11(1-8). The
limiting case 9=1 characterizes "perfect substitutability", i.e. a linear
P function, whereas 9-40 implies a log-linear (Cobb-Douglas) P function.
Finally, when R 0., the function degenerates to P=max(p.), while

i 	 1
Ø -> -= leads to P=min(p.). 	 For a further discussion, see e.g. Hasenkamp
(1978).
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B-1
P 	 s4 	 N

(2.21)x .=Bt (
i
-) 	 + -2-- [y-B( E t.p. e ) ]1 	 P 	 Pi 	 j=1 J J

(i=1,...,N).
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p.x. 	 v.x.
1 1 	 1 1

(t.v.e-s.) 
C(u) 

(2.20) w. - - s. + 
y 	U	 1 	 11 	 1 	 u

(i=1,...,N).

This formulation of the model will be the basis of the following
analysis.

2.3. Implications of the Fourgeaud-Nataf model. Its relationship to 
other demand systems 

The Fourgeaud-Nataf specification (2.3)-(2.4) contains several

interesting demand systems as special cases, depending on the particular

form chosen for the function C(u) and the value assigned to the coefficient

(3. Let us look briefly at three members of this family, one of which will

be the basis for the present study.

CLASS I: C(u) = Au + B.

As noted above, this parametrization results in demand functions

which are linear in total (real or nominal) expenditure. Moreover, since

4, 1 (u) = 1/(u-Au-B) implies Ip(u) = log{(1-A)u - B}/(1-A), the indirect

utility function, defined by (2.11) and (2.12), canin this case be written

as an explicit function of u and v i :

N1- i _Alog {(1-A)u-B1 - E s.log V.
. 	 1
1=1

In this class of models, let us in particular consider the cases A=0 and

B=0.

A=0, u>B.

In this case, C is a constant, and the demand functions (2.3)

take the form

If moreover 6=1, the model degenerates to the Linear Expenditure

System (LES) of Stone (1954): Bt i corresponds to the "minimum consump-

tion" of the i'th commodity, and y-B(E.t.p ) = y-BP represents the
11) 	 J J

11) This interpretation of the Fourgeaud-Nataf model has also been noted
by Johansen (1969, p.37) and Nasse (1973, p.1 144).

"supernumerary income".
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B=0, A<1.

In this case, C is proportional to u, and the budget share demand

functions (2.20) degenerate to

(2.22) w. = s
i
 + (t.v. 8-s )A
i 

(i =1,...,N),

i.e. all budget shares are independent of total expenditure. If moreover

Ø=0 , the budget shares are also price independent; they are constants

equal to (1-A)s i + At. (i=1,...,N), i.e. a weighted average of s i and t i .

This confirms that the s and t coefficients in the Fourgeaud-Nataf model

have a 'budget share dimension'.

If A converges towards 1 from below (recall the restriction

(2.16)), we get the following budget share function at the limit: 12)

t.p.

E.t.p.
	i	 i

J	 J

Also in this case, the budget shares are income independent.

CLASS II: C(u) = a log u + b.

This is the specification of the C function applied by Nasse (1973)

in his empirical study of the Fourgeaud-Nataf model. The resulting demand

functions are mixed linear and log-linear functions of total expenditure.

This parametrization thus gives a more flexible representation of the

income response than the models in class I, with the same number of struc-

tural parameters. The resulting budget share demand functions are

(2.23) w. = s. +   + bl) 	(i=1 .....N).

Sincelimlogu/u=0, this specification of the C function implies that

lim w. = s i ,

	

u 	 1

i.e. s i may be interpreted as the asymptotic budget share of commodity i

inthiscase.Thisholdsregardlessoftlor

12) Demand functions of this form have been discussed by Samuelson (1965,
section 6), who calls them 'the Bergson demand functions'. See also
Johansen (1969, p.39).
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the models in class I, the asymptotic budget shares will not be price

independent unless either A=0 or 9=0.

CLASS III: 	 C(u) 	ulogu 	u. 

With this parametrization of the C function, we obtain budget

share functions which are linear in the logarithm of real expenditure:

(2.24) w. = s. + (t.vi3-s i
	log u +	 (i=1,...,N).

i 

The model thus exhibits the same form of income response as that proposed

by Working (1943) and later also used by Leser (1963). Contrary to the

models in classes I and II, asymptotic budget shares do not in general

exist for any commodity in this case. Only the particular members of

class III models in which 8=0 and either .;=0 or s i =t i will have this

property, and then the budget shares are constants equal to gt i + (1-g)s i

for all constellations of income and prices.

The limiting case 9=0 (with t i$ s i ) is of particular interest.

When 90, the price index function degenerates to the log-linear index 13)

N
logP = 	 t.logp..

j=1

Inserting this into (2.24) and arranging terms, we get

(2.25)w.=gt.+(l-g)s. +
J J 	 J

i.e. all budget shares are log-linear functions not only of total

expenditure, but also of prices. This model is a member of the AIDS class

of demand systems recently proposed by Deaton and Muellbauer (1980a). The

general expression for the AIDS functions, written in budget share form,
• 14)
is

(2.26) w = a - a 8 + Ey..logp. + S. {log y-Eaklog p k-1EEyk . log pk . log .1
i 	i	01 Pj

k 	 jk

(i=1,...,N),

13) Confer footnote 10 above.
14) See Deaton and Muellbauer (1980a, eqs. (8) and (9)). They present
the AIDS model as a generalization of the logarithmic budget shares
model of Working-Leser, referred to above.
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with the following restrictions:

Ea.=1, ES.=Ey..=0, y..=y.. for all i and j.
1 	i 1 i 13 	

ji ij

One observes that (2.25) is equivalent to (2.26) when y.. =0 for all i and j.

Thus, the Fourgeaud-Nataf class and the AIDS class contain the log-linear

budget share functions (2.25) as a common member.

A more general parametrization which comprises class I, II, and III

as special cases would be

C(u) = a 1u+a 2 log u+a 3 u log u+b,

class I corresponding to the restrictions a 2=a 3=0, class II corresponding

to a 1 =a3=0, and class III corresponding to a 2=b=0. This is thus a flexible

and econometrically interesting parametrization of the C(u) function that

might be well worth empirical investigation. In this study, we shall,

however, follow Nasse (1973) and confine attention to class II. The

resulting budget share functions, (2.23), i.e.

‘, log u , 1 \
w. = s. + (t.v. -s.)ka-----+a—)

1 	11
(i=1,...,N),

both admit non-linear Engel curves - including linearity as a special

case - and imply a 'saturation effect' in the expenditure pattern, since

the coefficients s i can be interpreted as asymptotic budget shares. Still,

it is rather parsimonious in terms of the number of free parameters, as the

demand system contains only 2N+1 independent coefficients
15) : N-1 s coef-

ficients, N-1 t coefficients, plus S, a, and b.

2.4. The demand elasticities 

The essential properties of any system of demand functions are

reflected in the kind of restrictions itimposeson the price and income

elasticities. We terminate this presentation of our structural model by

briefly referring the expressions for the most important of these elasti-

cities. The Engel elasticity of commodity i is

15) When no background variables are included. See section 3.1.
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s.u+ (t.vi3-s.)a
(i=1,...,N).

s.u+ (t.v. (3-s.)(a log u+b)
11 	1

The Cournot and Slutsky elasticities of commodity i with respect to the

price of commodity j are, respectively

	

(2.28) 	 e.. = St. (d.. -ff.) - E.w.,
13 	 11 	 13 3 	 13

	

(2.29) 	 S.. = St. (6.. -7.) + E.(w.-Tr.) 	 (i=1,...,N;j=1,...,N),
13 	 11 	 13 3 	 1 3

wheree.is defined in (2.18), 6..=1 for j=i and 0 otherwise, and
J

(2.30) ST i -
(3-1)t.v. (a log u+b) - s. (u-a log u-b)

11	1 (i =1,...,N).
s.u+ (t.v.-s.)(a log u+b)
1

These expressions are derived and commented upon in appendix A (see in

particular eqs. (A.10), (A.11), (A.14) and (A.15)).

The income flexibility (or more precisely, the flexibility of

the marginal utility of income) - or its inverse - often called 'the

Frisch parameter
,16)

 is another elasticity which has been frequently used

to characterize a complete system of demand functions, inspired inter

caia by the famous work of Frisch in this area (Frisch (1932, 1959)). 17)

Frisch in fact proposed its use as an individual welfare indicator

(Frisch (1959, p.189)).

We show in appendix A that the expression for the income flexi-

bility corresponding to the demand system (2.23) and the indirect utility

indicator (2.11) is simply

u[1-C'(u)] _
(2.31) w 	 - u-C(u)

u -a
u -a log u-b

As Frisch showed, the income flexibility, as well as the marginal utility

of income from which it is derived, is not an ordinal concept - i.e. it

is not generally invariant with respect to the particular choice of utility

16) See e.g. Lluch and Powell (1975, p.278). Cf. also Goldberger (1967,
pp.54-56) and Goldberger and Gamaletsos (1970, p.396-397).
17) Frisch called it the 'money flexibility' (Frisch (1932, p.15)), whereas
Houthakker (1960, p.248)) suggested the better term 'income flexibility'.
Houthakker, however, defined the income flexibility as the inverse of the
Frisch concept money flexibility. In this study, we shall use 'income
flexibility' as synonymous with 'money flexibility'.
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indicator we use to represent the consumer's preferences. 18) So the

interpretation of (2.31) as the income flexibility depends in a crucial

way on our additive representation of the utility indicator, (2.11).

With this reservation, we note that the income flexibility in the

Fourgeaud-Nataf model is a function of the real income u, but is inde-

pendent of the real prices. This follows from the additivity of the

utility indicator. The Engel, Slutsky, and Cournot elasticities, on the

other hand, are functions of both the real income u and the real price(s)

of the commodity (commodities) to which the elasticity refer. 19) All

elasticities are, however, via eqs. (2.4), (2.8), and (2.9), functions of

the nominal income y and all the nominal prices p i .

18) It is, however, invariant with respect to a positive linear trans-
formation of the utility indicator (Frisch (1937, p.377)).
19) Cf. eqs. (2.27)-(2.30).
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III. ECONOMETRIC SPECIFICATION OF THE MODEL

3.1. Background variables 

The model outlined in chapter II implies that all the coefficients

of the demand system, which characterize the underlying preferences - i.e.

s i , t i , a, b, and S - have the same values for all observation units.

Since our data set covers households with widely different demographic

characteristics i) , this is a restrictive hypothesis; systematic differences

in preferences according to 'type of household' should be allowed for.

We could solve this problem in two ways: (i) we could split our data

into homogeneous subsamples to be analyzed separately, or (ii) we could

postulate that some of the coefficients depend parametrically on observed

characteristics of the household and treat the complete data set as one

single body.

In this study, we choose the latter approach, and to preserve a

parsimonious parametrization, we let type of household be indicated by

two quantitative variables only: the number of persons in the household,

n, and the age of its head, A. This is, of course, a rather rough and

approximative way of representing the multitude of demographic charac-

teristics which may affect the composition of consumption. The number

of children and their ages and the number of aged persons are, for

example, not specified. However, in practice, one will often find that

when the age of the head person (main income earner) of a family and the

number of family members are given, then the number of children and their

ages may be 'predicted' with a reasonable degree of accuracy, i.e. n and

A may be said to represent a complex of background variables. And rest-

ricting ourselves to choosing a common set of background variables for

all commodity groups, it is hard to find an equally parsimonious selec-

tion which gives a better overall representation of these factors.

We assume that the coefficients t i and 8 have the same values for

all households. This implies that we do not allow for household specific

differences in the price index function (2.4). Or stated otherwise: all

households which report in the same period are assumed to face the same

level of consumer prices, P, and the same set of real prices, v i = p i /P.

The coefficients s i - which may be interpreted as asymptotic budget sha-

res, cf.section 2.3 - and the coefficients a and b - i.e. the coefficients

in the C(u) function - are assumed to depend linearly on n and A: 2)

1) Confer Biorn and Jansen (1980, section 2.1) and chapter V below.
2) Pollak and Wales (1978, 1980, 1981), who in a series of papers have
considered alternative ways of incorporating demographic variables into
complete systems of consumer demand functions, call this approach 'linear
demographic translating'.
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s. = s. 	 + s. n + s. A
lo 	 in 	 lA

(3.1) 	 a = a
o 

+ a
n 
n + aA A,

b = b
o 

+ b
n 
n + b

A 
A.

(i=1,...,N),

This parametrization increases the total number of independent coeffi-

cients in the model from 2N + 1 to 4N + 3, viz. 3(N-1) s coefficients,

N-1 t coefficients (recall the adding-up conditions (2.5) and (2.6)),

3 a coefficients, 3 b coefficients, and 8.

3.2. Structure of disturbances 

Even when the number of persons in the household (n) and the age

of its head (A) are included as structural explanatory variables there may

be substantial individual factors left. These represent individual diffe-

rences in tastes, habits, expectations, experiences, and other unobservable

(or unobserved) variables affecting the composition of consumption. If

these variables are omitted, their effect will, of course, be "thrown

into into disturbances. In this section, we discuss the specification

of the disturbances adopted in this study to take care of such differences,

while paying regard to the particular structure of our combined cross-

section/time-series data.

There exist, in principle, two alternative strategies for incor-

porating unobserved individual factors in a regression equation. The

first is to define a set of binary (dummy) variables, one for each indi-

vidual, to take care of individual shifts in some of the coefficients of

the equation - usually its constant term. The second strategy is to

decompose the disturbance term of the equation into independent additive

components, one of which representing the individual differences. The

salient feature of this disturbance component (error component) speci-

fication is that the individual components are considered as stochastic

variables generated by a common distribution - or weaker, that they have

the same expectation and variance.
3) 

The specification with binary

variables, on the other hand, treats the individual differences as non-

stochastic. 4)

3) The 'random coefficients model', in which the structural coefficients
are also considered as stochastic variables, is another possible genera-
lization. See e.g. Swamy (1970, 1974), Kelejian (1974), and Wansbeek
and Kapteyn (1981a).
4) Formally, the disturbance component specification is equivalent to a
specification with dummy shifts in the constant term and with the coeffi-
cients of the dummy variables considered as stochastic variables generated
by the same distribution. For a further elaboration of the similarities
and differences between the two approaches, see Wallace and Hussain (1969),
Maddala (1971), and Mazodier (1971).
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A second significant difference between the two approaches, which

is closely related to the first, is the difference in the number of un-

known parameters to be estimated. Since the binary variables specifi-

cation occupies one new parameter for each individual included, it will

usually involve a substantial loss of degrees of freedom. In our case,

with only two observations of each individual, this loss would be almost

prohibitive since the number of unknown parameters would be more than half

the total number of observation points. The disturbance component speci-

fication, on the other hand, only introduces the second order moments of

the disturbance components as additional parameters. This is our main

reason for preferring this specification in the present case. A secon-

dary argument is that the disturbance component specification gives

relevant information for several interesting applications of the results.

(Confer the remarks in chapter I.)

Assume that our data set consists of reports from M different

households. Each household reports twice, so that the total number of

observations is 2M. Define

E iht : Disturbance in the budget share function (2.20) for the

iith commodity, household h, report t

(i=1,...,N; h=l .....M; t=1,2),

with the following decomposition:

(3 ' 2) 	 E iht = P ih 	 v iht
(:

i=1,...,N

h=1,...,M

t=1,2

where p ih is the Component in the disturbance of commodity i which is

specific to household h and v iht is the remainder. We disregard, for

analytical simplicity, time specific effects, which are also frequently

included in error components models for complete cross-section/time-series

data. (See e.g. Avery (1977).) Although the three component specifica-

tion is attractive for theoretical (and aesthetical) reasons, not least

because of its symmetry, time specific effects are, arguably, in practice

less important than the individual ones. This is in particular the

5) Some aspects of the problems which arise when including time specific
components in models for incomplete CS/TS data are discussed in BiOrn
(1981a, section 4) for the single equation case and in Biørn (1981b,
section 4.1) for a seemingly unrelated regressions model. Wansbeek and
Kapteyn (1981b) have recently outlined a procedure for Maximum Likelihood
estimation of a three component single equation model from rotating
panels, which generalizes a similar procedure for the two component
specification considered in BiOrn (1981a). Their formulae, however, turn
out to be rather complicated.
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case when the number of individuals is large and the time span covered

by the data is short. It thus does not seem to be worth the extra effort

to try to identify possible time specific effects from our data, which

cover only three years. So we will include such effects in the remainder

component,
v iht .

We assume that the two components are independently distributed,

with zero expectations,

(3.3) 	 E(p ih ) 	 E(viht )
h=1,...,M,)

t=1,2 	 9

and that their second order moments satisfy

(a) E(u. 	 u. ) = 6 	 a ll
ih jk 	 hk

(3.4) 	 (b) EN' iht vjks ) 	 611k 6 ts cqj ,

(c) E(Il ik viks ) = 0

h,k=1,...,M

\t,s=1,2 	 /

where 6hk and 6 	 are Kronecker deltas (6hk
=1 for k=h, and 0 for k$11;

ts
6 =1 for s=t, and 0 for s+t). These assumptions implyts

(3.5) E(E iht ) 	=	 (),

(3.6) E(Eiht 
E jks ) -

{

a ll i +i avii

Gllij

i

for k=h, 	 s=t

for k=h, s4t h,k=1 ..... M

0 otherwise

We note that (3.6) implies that all disturbances from different house-

holds - whether relating to the same or to different commodity groups -

are uncorrelated.

A basic implication of (3.6) is that the disturbance variances

and covariances of the demand functions are constant when the model is

written in the form of budget shares:

var(E
iht

) = o.. 	 a. 	(1 \.)
 ii	 ii	li

h=1,...,M

cov(E. 	 ,E. 	 ) = a.. = 	 +iht ]ht 	 1]
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The rationale for this hypothesis is thoroughly discussed in appendix B,

and we shall only recapitulate the main points here. First, homoscedas-

ticity of the disturbances in (2.20) seems a priori to be a more reason-

able hypothesis than it would be to assume homoscedasticity of the dis-

turbances in the ordinary quantity demand functions (2.3), since the

scope for individual variations in consumption habits is probably larger

the larger is the household (real) income. Second, our transformation

to budget shares ensures that a proportional change of all prices and

total expenditure will leave the second order moments of the disturbances

in the corresponding quantity demand functions unaffected. We show in

appendix B that the budget shares transformation is in fact the simplest

transformation of the demand model which takes both these moments into

consideration. Third, an analysis of the marginal distributions of the

budget shares and the distributions of the corresponding expenditures,

based on the skewness and the kurtosis, indicates that the former are,

with a few exceptions, closer to normality than the latter.° A sensible
conjecture would be that similar results hold for the corresponding dist-

ributions of disturbances. 7) This is a major point, since our estimation

and testing procedures in chapters IV, VI, and VII rely on the assumption

that the disturbances follow a normal distribution.

Since both the structural parts of the budget share functions,

(2.20), and the observed budget shares add to one identically, the dis-

turbances satisfy

N
(3.7) 	 E E. 	 = 0i=1 iht

(

h=1 ..... M)

t=1,2

We show in appendix B, paragraphs 5 and 6 (see, in particular, Proposi-

tion 3(i) and the final part of paragraph 6), that this adding-up con-

straint implies the following restrictions on the second order moments

of the u's and the v's:

N 	 N
(3.8) 	 E o. = Zo v = 0

i=1 	 1=1 ij
(j=1,...,N).

Non-singularity of the matrices (o.) . ) and (o..) = (a l!. +a?. ) - which
lj 	 ij 	 ij 	 13

is a prerequisite for Maximum Likelihood estimation to be feasible - can

6) See BiOrn and Jansen (1980, subsection 3.3.2).
7) A formal analysis of distributional properties of the disturbances of
stochastic equations written in the form of shares is given in Woodland
(1979).
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thus be assured only if we omit (at least) one commodity group from

consideration.

In specifying the second order moments of the disturbances, we

have followed the tradition in the literature on disturbance components

models by assuming that the components of c
•
ht are uncorrelated, cf.

(3.4c). A remark on this assumption is in order. 8) Let " be thea ij

covariance between p ih and v j
ht
 and replace (3.4c) by

7i,j=1,...,N
(3.4c')(u

E- • ih vjks ) = 6 11k alitvj 	
h,k=1,...,M

\s=1,2 	 /1.

Eq. (3.6) would then change to

oP + cy v + or + a l:" for k=h, s=t 	 /
ij 	 ij 	 ij 	 ji 	 /i,j=1,...,N\
p 	 pv 	 pv(3.6') E(.. 	 ) = o. 	 + o. 	 + 0 	 for k=h, s=t 	 h,k=1,...,M

iht jks 	 lj 	 lj 	 ji

With this generalization, a problem of identification would arise: only

Pv	 ;IV

	

G.. and O.. 	 a.. + o.. could be identified, but not the three components
13 	 13 	 13 	 31

of the latter. Or stated otherwise: eqs. (3.6) and (3.6') are observa-

tionally equivalent structures in the Koopmans sense (Koopmans (1953,

p.36)).

Still, this alternative specification has some notable implica-

tions for the interpretation of the model and its estimation results.

Consider the formula for the covariance between E lla and c ih2 :

	

E(E. 	 E. 	 ) = o. + 201"."
ihl ih211 	 11'

which follows straightly from (3.6'). Since G IL (= var p ih) is non-

negative, the covariance between e ihi and
 5

•h2 is always non-negative

when hypothesis (3.4c) is imposed, but it may be negative when the

generalization (3.4c') is applied, due to the fact that o 	 (=E(Pihviht))
may be of either sign. A negative estimate of this covariance is thus a

meaningful result when 0kY is a free parameter (which is allowed to be

negative), but not when it is restricted to zero a priori. We shall re-

call this generalization of the model when interpreting the estimation

results in chapters VI and VII.

8) The following line of argument is inspired by Berzeg (1979), who dis-
cusses a similar generalization of a single equation error components
model. See also Swamy (1974, p.149).

/.
0 	 otherwise 	

\t,s=1,2
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Let us write the covariance structure in matrix notation.

Define the 2 x 1 vector

(3'9)
	 E.
	 E ihl

E ih2/

containing the disturbances in the demand equation for commodity i from

household h. From (3.6) we obtain

(3.10) 	 E(e.
h
 e! ) =

i

v GP
1] 	 13 	 ij

u.. I 	 + u.. E 	 = E.. (i,j=1,...,N),
13 2 	 13 2 	 13

where (in general) In is the n x n identity matrix, En is the n x n matrix

with all elements equal to one, and the last equality defines the 2 x 2 mat-

rix E... The complete 2N x 1 disturbance vector of household h,13

E2h

(3.11) eh =

\E Nhj

thus has the covariance matrix

EE
11 	 12 	  EiN

	  E
2N21 	

E
22

(3.12) E(eheh) = 0, = = E (DI
2 

+ E 	 E2 ,   

	 E
NN/611 ZN2

where E
v = (o.), E = (o l!.) and CD is the Kronecker product operator. 10)

13 	 1.1 	 13
In view of (3.6), the M vectors eh are all mutually uncorrelated, i.e.

9) The following is a special case of the situation discussed in Biorn
(1981, section 3.2).
10) Confer appendix F for a formal definition and a list of some impor-
tant properties of Kronecker products which are used in this study.
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E(£h£) = 02N 2N' 
and thus the covariance matrix of the complete 2MN x 1

k 
disturbance vector

4.
1 
\

£ 2

(3.13) 	 e

\CM/

can be written compactly as

(3.14) E(ec v ) = 	 = Ii4 C); = IM C)E v0 -1 2 + 1.140E 11 0E 2 .

3.3. An alternative interpretation of the disturbance component
specificationli) 

In the literature on disturbance components models, one may find

authors who prefer an autoregressive specification of the form

E. 	 4.E.
= (1) i. E ih,t-1 	 T iht
	 (0 < çb i < 1),

or, more generally

N

Eiht =1
	 3't

-1 4. T iht,j= 

where the (P's are unknown parameters and

E ( Tiht )

E(T. 	 T. 	 ) = d S 	 oT.
iht jks 	 hk ts ij

to the additive two component specification (3.2)-(3.4) considered

above.
12)

The reason for this may be the notion that the individual

effects are not time invariant constants, 13) but that the underlying

factors - habits, tastes, etc. - fade gradually away as time passes.

11) This section may be skipped without loss of continuity.
12) This specification is considered by e.g. Anderson and Hsiao (1981),
in the context of a single equation model. Confer also Parks (1967).
13) Recall that conditional on the h I th individual, qh is a constant:

for each individual only one 'random drawing' is made from the under-
lying distribution of the individual components.
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At first glance, these two hypotheses may seem essentially different.

However, when each individual is under observation only twice, as is the

case in our data set, they are in fact two alternative ways of formalizing

the same basic hypothesis. In this section, we explore this equivalence

in the single equation case.

Formally, our problem then is the following: Consider the auto-

regressive specification

(3'15) Eht = sht-1

(3.16) E(Th) = 0,

2
a

(3.17) E(Tht Tks )
for k=h,s=t

otherwise, 	 t,s=1,2

How can this be transformed to a disturbance component specification

of the form

(3.18)
Eht = Ph 1- vht'

(3.19) E(Ph) = E(h t ) = 00

E(phpk ) = o

2 	 2

= Pa

for k=h

for kill

(3.20) 
E(vhtvks ) =

2a 	 = (1-00
2 

for k=h,s=t

otherwise

E(phvks ) = 0,
(

h,k=1,...,M)

t,s=1,2 0

where o
2 

= var e
ht 

= 	
2

0 	 + a
v
2 

and p = a' 
2
/0
2 

?

We first note that for the two specifications to be equivalent

we must have

2
0

(3.21) 	 (I) = p = 	 P 	  .
G 2

2
imply E(Ehl 1-12 ) =

2
whereas (3.18)-(3.20) imply E(zhi Eh2 ) = E(h2 ) = P° •

This follows from the fact that (3.15)-(3.17)
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From (3.15) and (3.21) it follows that

6h1 = P 6h0 	 Thi,

(3.22)

6h2 = P26h0 4- PThl 4- Th2 .

Assume that the process (3.15)-(3.17) has been effective in all the

previous periods, i.e. for t=0,-1,-2,.... . Then,

s
(3 ' 23) 6h0 	 5Th -s = s : 0P Th,-s,

s=0 	 '

and hence

2
0

2	2s 2	 T 
(3.24) var c

h0 
= 0 = E p a 	 -

T 2
s=0 	 1-p

Eqs. (3.17) and (3.23) show that cho , Thi and T h2 are uncorrelated.

This is important for our problem since it implies that (3.22) expresses

Chi and ch2 as linear combinations of three mutually uncorrelated compo-

nents,with weights equal to (p,1,0) and (p 2 ,p,1), respectively.

Define now ph , the individual component in the disturbance com-

ponent specification, as a linear 14) combination of E 	 T 	 and T •hO' hl' 	 h2.

(3.25) ph = B
t
h0 

+ C
1 

T
hl 

+C
2 

T
h2 .

Combining this with (3.18) and (3.22), it follows that

vh1 = (P-B)6h0 	
(1-C.)

	

1 Thl 	 C 2Th2'
(3.26)

vh2 = (P2-B)6h0 + (P-C 1 )Thl 	
(1-C2)Th2.

We determine the unknown coefficients B, C i , and C 2 by utilizing the

restrictions that ph , vhi , and vh2 are mutually uncorrelated (cf. (3.20))

and paying regard to the relation a T 2 = 
(52(1_02 ) (cf. (3.24)). This gives

14) 
Since60 Thl'

and Th2 are uncorrelated and have zero expectations and

positive variances, ph cannot have zero expectation (cf. (3.19)) unless

this transformation is linear.
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(P -B)B + {C 1
(1-C

1
) - C

2
2
}(1-p

2
) = 0,

(p
2
-13)B + {C

1
(p-C

1
) + C

2
(1-C

2 )1(1 - p
2
) = 0,

(p-B)(p
2
-8) + {(1-C

1
 )(p-C

1
 ) - C

2
(1-C

2
)1(1-p

2
) = O.

After some algebraic manipulations, with which we shall not bore

the reader, it turns out that this quadratic equation system has the

following two solutions:

B = p
2 
± (1-p)6

P 	P/13 (3.27) C 1 - 
-P
	(1-B) - p	 1+1:1
2 	

-

C
2 = l+p

Finally, substituting these expressions in (3.25)-(3.26), we find

2 	 /17) 	 P 
Ph = 	 I (1-P)4316 110 	 Pll 7- T;TIThl 	 l+p 1 112

(3.28) vhl = (1-0{10T VI3leh0 
+ fl-p+ r11/17)-}T 	 - P 

l+p hl 	 l+p Th2'

h0 1+vh2 	
17) 	 PV-

	

= 7(1-P)1/ 	
P-
P hl 1- ilp Th2.

These equations define two alternative disturbance component

specifications which satisfy the conditions (3.18)-(3.20). The choice

is arbitrary. If, as would seem natural, we impose the additional

restriction that cho should always be assigned a non-negative weight in

ph (i.e. B 	 0) and 'hi
 be assigned a non-negative weight in vh/ (i.e.

1 - C 1 	0), then we should choose the first solution. Consider as an

example p=0.4. The first solution defined by (3.28) is then

Ph =
 0.5395 	0.2193

 'hi
 + 0.2857 Th2,

v
hl 

= -0.1395
h0 

+0.7807 T
hl 

- 0.2857 T
h2'

v
h2 

= -0.3795 E
h0 

+ 0.1807
 'bl

 + 0.7143 1-h2

P
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The alternative solution is

ph = -0.2195 Eho + 0.5807 Thi + 0.2857 Th2'

=
'hi

0.6195 E
h0

+ 0.4193 Thi - 0.2857 T
h2'

\) 112 	 = 0 ' 3795 EhO
- 0.1807 Thi + 0.7143 T

h2
.

For p=0 we get the quite sensible result

Ph = o 	 = Thi, vh2 - Th2'

3.4. The complete model 

We now put the pieces from sections 2.3, 3.1 and 3.2 (or more

precisely, eqs. (2.23), (3.1), (3.2), (3.5), (3.6), and (3.8)) together

and write the complete econometric model as follows:

lt 	 ‘3
(3 ' 29) wiht = s io + s in nht 4- s iA Aht 4- ' - i viht - s io - s in nht - SA Aht ) .

l(ao + an nht 4- aA Aht ) lug uht 4- bo -I- bn nht 4- bA Aht lluht + E iht

(i=1,...,N; h=1,. ..,M, t=1,2),

where

Piht 
v. 	 -
iht P

ht

Yht

1
N 	 -T3-

P
ht 

= ( E t. p. 	 ,
j=1 i	Jilt

C. 	 J.
Pih -1- v iht'

E ( Eiht ) = °,

U 	 = 	ht 	 Pht
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for k=h, s=ta ii+ 	 o ij

E(6 iht tjks) 	
for k=h, st

otherwise

N N
E a.. 	 = E av . 	 - 0 	 (j -1,...,N)u

(i=1,...,N; h=1,...,M; t=1,2),

letting, as before, i be the commodity subscript, h be the household

subscript, and t indicate the number of the report. Since t represents

the number of the report from each household and not the historic time,

we have to furnish the price variables pi , P and v i with a household

subscript: p iht represents, for example, the price of commodity i in the

period where the h i th household gives its t i th report, and Pht is the

value of the total price index in this period. 15) From (2.5), (2.6), and

(3.1) it follows that the t and s coefficients will be subject to the

adding-up constraints

N N
E t. = E s. 	 = 1,

i=1 	i=1 10

(3.30)
N N
E s. 	 = E s. 	 = 0.
i=1 1A 	i=1 in

We assume that the vector of structural explanatory variables

nht' 	 viht' uht) is uncorrelated 
with both disturbance components( 

viht). This may be a 
somewhat unrealistic assumption as far as the

(Pih' 
individual disturbance component is concerned. It will be violated if,

for instance, tastes, habits, experiences, and other unobserved individual

effects are correlated with the structural variables income or age.
16)

Nevertheless, we shall, for simplicity, disregard such effects in the

following.

15) Of course, p iht and Pht will take the same values for several cons-

tellations of h and t, since all households which report in the same
historic time period face the same price vector. Moreover, we also have

nh2 - h
n

i
._ for households which do not change in size between the two

reporting periods, and Ah2 = Ahl + 1 for all households in which the head

person is the same in the two periods.
16) Correlation between observable and unobservable individual variables
in models for CS/TS data has received some attention in recent years.
See Mundlak (1978), Taylor (1980), and Hausman and Taylor (1981) for
discussions of the nature of this problem in a single equation context,
and possible remedies.

i=1 ' 3	i=1 i ]
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IV. ESTIMATION

4.1. The log-likelihood function 

Let w denote the 2MN x 1 vector of budget shares wiht ordered in

the same way as the disturbance vector e (see eqs. (3.9), (3.11), and (3.13)),

and let Z symbolize the matrix of observations on the exogenous variables

(total expenditure, prices and background variables), and a the vector of

demand coefficients. The model (3.29) can then be written compactly as

(4.1) 	 w = F(Z;a) + e,

where F is the vector representation of the budget share demand functions. 1)

Provided that all disturbances are normally distributed, the log-likelihood

function of w is

(4.2) 	 log A = l(w,Z;a,2) = - 21.21N log (20 - -32-- log 121 - 	 s 1 2-1 s,

where E is a shorthand expression for w-F(Z;a). We assume tacitly that one

commodity group has been deleted from the model to prevent singularity of

2 2) , and reinterpret N as the number of commodities minus one.

Since, according to (3.14), 2 = IIJD2 * , we have

(4.3)
	 sd=

and

-1(4.4)	 Q = Q(a,2*) = c , 2-1 s = E c i",2* eh .
h=1 -

Inserting (4.3) and (4.4) into (4.2), we find that Full Information Maximum

Likelihood (FIML) estimation of a and 2 is equivalent to minimization of

(4.5)	 g = g(a,2 *) = log121 + c e 0-l e = M log12 * 1 + E et 
-1

h=1

with respect to the unknown parameters in a and 2 * .

1) Since the only endogenous variable in each equation is its left hand
variable, and all the right hand variables are assumed to be exogenous, the
model is, formally, in the (non-linear) seemingly unrelated regressions
format. See Zellner (1962), for a discussion of linear seemingly unrelated
regression models in the context of Generalized Least Squares estimation.
2) From eqs. (3.12) and (3.14) it follows that 2 will be singular when
(3.8) is satisfied. The Full Information Maximum Likelihood estimate of
the coefficient vector a will be the same irrespective of which commodity
is deleted. See Barten (1969).
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4.2. The nature of the estimation problem

It is extremely difficult to minimize the function (4.5) with res-

pect to the unknown parameters in a and 2* directly. We shall therefore

adopt a procedure which solves the problem iteratively - from appropriately

chosen starting values - by switching between the following two subproblems:

(i) Minimize Q, as given by(4.4),with respect to a, conditionally
on 2*. (Non-linear GLS (Generalized Least Squares).)

(ii) Minimize g, as given by(4.5), with respect to 2 *, conditionally
on a.

Oberhofer and Kmenta (1974) have established the conditions for such

a zig-zag procedure to be convergent in the context of maximum likelihood

estimation of a generalized linear regression model. In appendix C, we

explore how their results can be generalized to be valid for our non-linear

model as well. A set of sufficient (although not necessary) conditions for

this is given.

This simple two-stage algorithm is particularly suited to the case

where 2 * is a symmetric and positive definite, but otherwise unrestricted

2N x 2N matrix. However, eq. (3.12) shows that in our case it has the fol-

lowing particular structure:

E OE

where E
v 
and E are symmetric and positive definite, but otherwise unrest-

1-1
rioted N x N matrices. Thus, the 2N(2N+1)/2 = N(2N+1) elements in 2 * are

uniquely determined by the 2N(N+1)/2 = N(N+1) elements in E v and E ll , i.e.

2 * is subject to N2 linear restrictions - the symmetry restrictions apart.

The above algorithm can, however, easily be tailor-made so as to

take such additional constraints explicitly into account. We have chosen

to do this by dividing the estimation problem into two separate stages,

to be denoted as stage A and stage B. This serves the further purpose of

facilitating the choice of initial values. Specifically, we use the end

result from stage A as starting values for the parameters in stage B. It

is a common experience that a judicious choice of starting values for

non-linear estimation problems may be crucial for obtaining a reasonably

rapid convergence and thus for economization in terms of computer costs. 3)

3) An additional argument for this subdivision of the estimation procedure
is that it, as a by-product, provides the information required for testing
the restrictions implied by the various specifications. Confer section
6.1 and appendix E below.
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In stage A, we neglect all individual disturbance components, i.e.

we set 
Ep= °N,N a priori. The 

two subproblems then become

(Ai) Minimize Q with respect to a, conditionally on, with E
restricted to zero.

(Aii) Minimize g with respect to E conditionally on a, with
E restricted to zero. 	 v

When convergence is obtained, we drop the binding on the E p matrix and

enter stage B, the subproblems of which are

(Bi) Minimize Q with respect to D., conditionally on E v and Ep .

(Bii) Minimize g with respect to E v and E p, conditionally on a.

This proceeds until convergence is obtained.

To start this algorithm, initial values have to be assigned to the

vector a and the matrix E
v
. Since we have estimated several variants of

the same basic model (cf. chapters VI and VII), we had to solve this

problem several times. To save computer time we found it convenient

always to proceed from the most restricted versions of the model to the

gradually more general ones, by using the final parameter estimates from

a restrictive version as starting values for the estimation of the next,

more general one.
4)

Below we shall give a step—by—step description of this algorithm

for iterative FINT. estimation. The complete model with N equations is

treated in sections 4.3 and 4.4. Section 4.5 is devoted to the special

case N=1.

4.3. The algorithm for iterative FIML estimation of the complete model 5) 

Stage A: Iterative minimization of g, given that E p = 0, i.e.

E = E
v

A.1. Let el denote the vector of the values initially assigned

to the vector of demand coefficients a. Calculate the corresponding

residuals e ih
E = siht(a)' form the vector e

h = m(a), estimate the

covariance matrix E = E v by

4) For more details, see section H.3 of appendix H. It must be stressed
that this strategy is followed for the sole purpose of making computer
work more efficient. It does not affect the statistical testing proce-
dures. The logic of multiple testing schemes is, of course, always to
proceed from the general to the gradually more restrictive hypotheses,
cf. sections 6.1, 7.4, and 7.5.
5) This algorithm is tailor—made for the situation with two replications
of all individuals (households). For a generalization to situations with
varying number of replications, see Bigru (1981b, section 4.2). Confer
also the brief remarks on "unbalanced data" in Fuller and Battese (1974,
pp. 77-78) in the context of Generalized Least Squares estimation.
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M. 	 - 	 ^ 	

1 h=1 	

. 	 .
(4.6) 	 a. 	 = a..(a) = 	 E (2. 	 ^

ij 	 ij 	 2M 	 ihl 	
+

s jhl 	 E ih2 cjh2 )
(i, j=1,...,N),

and let E = E(a) =
ij
(a)). Eq. (4.6) is in accordance with the first

order conditions for FIMI, estimation of the 'total' covariance matrix E. 6)

Remark 1: More generally, (4.6) agrees with the formulae for Fin

estimation of the covariance matrix of the reduced form of a linear simul-

taneous model, when there are no restrictions on the elements of this

matrix, except the symmetry condition. 7)

11.2. Form the matrix

(4.7) 	 = %(&) = E® 1 2 ,

and its inverse

"•=s)

Since Ŝ-2,1  is real and symmetric, so is 	 Symmetry alone ensures that we

can factorize Ŝ-2,-, 1 as follows:

(4.8) 	 = U'U,

where U = U(&) is a non-singular 2N x 2N matrix. The value of the quadratic

form (4.4) which corresponds to the coefficient vector a = el can be written

as

M 	 M
Q = Q(a) = E ch (a) ! Q* (a) h (a) - E nh(Wrill (a),

h=1 	 h=1

where

(4.9) 	 n
h 
= nh (a) = U(a) ch

(a)
	

(h=l,.. .,N).

The 2N x 1 vector nh is the vector of transformed residuals relating to

household h which corresponds to the factorization (4.8).

6) See appendix D, especially eq. (D.24).
7) Confer Malinvaud (1966, p. 568-570).
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Remark 2: There exists an infinite number of factorizations

which satisfy (4.8). We have chosen a Cholesky factorization, i.e.,

= LDL',

where L is a lower triangular 2N x 2N matrix with diagonal elements

equal to 1, and D is a diagonal matrix of the same order. The fact that
-1 .

Q* is real, symmetric, and positive definite guarantees that this

factorization exists and is unique. 	 implies that our transforma-

tion matrix can be written as

U= VDT L'.

A.3. Subproblem (Ai), minimization of Q with respect to a,

conditionally on Q * , is now equivalent to minimization of E ; 11';h with
h=1

respect to a, which - under certain conditions - can be interpreted as a

non-linear least squares estimation problem based on the transformed

disturbances.
9)

A.4. We then return to step A.1, by using the minimizing value

of a from step A.3 as new starting value. 	 In this way, we solve

subproblem (Aii).

The iterative procedure A.1 - A.4 proceeds until convergence is
-(k)obtained with respect to E. Let E 	 denote the estimated covariance

matrix from the k'th iteration. 	 The chosen convergence criterion is

(4.10) 	 Ili (k) - E (k -1) 11 <

i.e. the norm of the change in 2 shall not exceed 	 which is a scalar
with a preassigned small value.

Stage B: Iterative minimization of g with respect to all

unknown parameters, including E.

B.1. Compute the residuals that correspond to the estimated

coefficient vector a in the final iteration in stage A, estimate the

covariances of the error components, v iht and p ih , as follows:

8) For a statement of this and other properties of Cholesky factori-
zations, see Lau (1978).
9) See appendices G and H.
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	^v	 1

	

(4.11) a. 	 -

	

ij 	 2M E
h=1

(E ih2-E ihl ) (E jh2-Ejhl )

M
(4.12) 	a. 	=	 E (e 	 e

h=1

	

ij 	 2M 	 ihl jh2 + 6ih2Ejhl)
(i,j=1,...,N)

and form the matrices i
v 
= (.) and 	 = 6 /-.1 .). We show in appendix D

ij
(see eqs. (D.22) and (D.23)) that these formulae agree with the first

order conditions for FIML estimation of a \) . and •
ij 	 ij

B.2. Form the matrix

(4.13) 2* = 	 + 	 0 E2 .

We calculate its inverse, 2; 	 apply the following factorization

(4.14) 2-1 = U'U,

and proceed as in step A.2 above.

Remark 3: It is straightforward to establish that (4.13) can be

written as

E2
(4.15) 	 = 	 ® (12 - 	 (211

E2 	
E
2By utilizing the fact that the 2 x 2 matrices (12 - 7-) and -2-- are both

idempotent and orthogonal, we directly find that the inverse of 2, has the

following structure: 1°)

(4.16) Q
-1 = 	 10 (1 	 ! 	 (2i 	 \-1,7\ E 2

v 	 2 	 2 	 p 	 vi 	 2 •

B.3 and B.4. These steps are formally equivalent to steps A.3

and A.4 above.

Let E (k) and E (k) denote the estimated covariance matrices from the

k'th iteration in stage B. Our convergence criterion is then defined by

10) We do not, however, exploit this particular structure of 2,-1 when
performing the factorization (4.14). Confer section 4.4 and appendix H
(especially, section H.3 and footnote 8) below.
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I12(k) - " . (k -1 )1II v 	 v 	 I
(4.17)

< C and

l i gk);(k -1)11 <
I ILp 	 Lp

i.e. the norms of the changes in 2 , and ip shall both be less than a mall

scalar

4.4. An alternative factorization of 52» 

The algorithm outlined in step B.2 above proceeds by factorizing

the 2N x 2N matrix 	 as indicated in eq. (4.14). In this section, we

briefly describe an alternative procedure based on a factorization of the

"elementary" N x N matrices E-v i and (22 p + iv ) -1 , i.e. a procedure which

exploits the specific structure of Q-, 1 pointed out in remark 3 above

(eq. (4.16)).

Since 2-v l and (2i + 	 ) -1 are both symmetric, there exist non-
1-1 	 v

singular N x N matrices 1 1 and T
2 

such that

^-1(4.18) T 1 T 1 - E1 	 v

(4.19) T
2 

T
2 

= (2 E
p 
+ E

v
) .

From (4.16), (4.18), and (4.19), while again utilizing the fact that
E 2 	 E2

(1 2 - 	 ) and -2-- are idempotent and orthogonal, it follows that Q, as

defined in (4.4), can be transformed as follows:

E
2

E
2(4.20) Q = Q(u,2 ,E ) = 	 eh' [T i C)(I 2 - )] [T i 0 (12 -7-fle h

v p
h=1

E 	 E
+ E E v	® -2 ]

,
[T2 C)-2

2
]e2 	 2

h=1
h

or simply as

(4.21) Q = E nh ynh ,
h=1

where

E
2 	

E
2(4.22) nh = [1' 1 (9 (1 2 -	 + T2 C)-2—le h (h=1 ..... M).
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	It is quite clear that this is just another way of factorizing Q 	 and

transforming Q into a sum of squares.
11)
 The possible advantage of this

alternative is only a computational one: We reduce the problem of inver-

ting one 2N x 2N matrix (%) to a problem of inverting two N x N matrices

(i
v 
and (2i + )) by exploiting the particular structure of ?2 given by

V 	 v
(4.16).

4.5. Single equation FINL estimation 12) 

When N=1, the iterative estimation procedure can be simplified sub-

stantially. In this case, E y and E are scalars, which we denote as 02, and

a
'
2 

respectively. The matrix 0,, defined in (3.12), then simply becomes
V

	2 	 2 	 p(4.23) 0 * = av I 2 + apE2 = a 
2(1

p 1),

where we for convenience have introduced the symbols a
2
= a

2 
+ a

2 
for the

v 	 p
total disturbance variance and p =

2
la

2 
for the part of this total which

is due to individual variations. It is easy to show that p has the alter-

native interpretation as the coefficient of correlation between the distur-

bance of the first and the second observation of any household. 13)

In the single equation case, stage A degenerates to non-linear

least squares estimation of the coefficient vector a (subproblem (Ai))

and the disturbance variance o
2 
= a

2 
(subproblem (Aii)), since p=0

implies 2, = 0 2 1 2 . Below we consider stage B and its subproblems (Bi)

and (Bii) in turn and sketch the complete algorithm in a concluding

paragraph.

Subproblem (Bi): Minimization of Q with respect to a, conditionally
on a 2 and p.

Considering the factorization of Q* -1 given in section 4.4 above,

we find from equations (4.18) and (4.19)

11) Since t 	(2i p +i v ) -1 are both real, symmetric, and positive definite,

we may, of course, choose the Cholesky factorization in this case as well.
12) This case is given an extensive and generalized treatment in BiOrn
(1981a, pp. 226-231). See also the last part of section 4.2 in Bjorn (1981b)
for a further generalization.
13) This is based on the assumption that the disturbance components p ih
and v iht are uncorrelated. For a qualification of this assumption, see

section 3.2.
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(4.24) T = 1 - 	 1 	,
1 a

v o VT

1(4.25) T
2 -   - 	

1 
•

V/ 2 2 c4ITT20 +a
P v

The transformed disturbance vector, defined in (4.22), then becomes

- 1 	E 2 	 -1 E
nh = (5[(1-P) 	 (I2 -2) 	 (14-P) 	 _2.1 E

2 h

- 1	 E2
= a 1-p 	 E-1 (1-p) 	 [12-11-(14.2) J 2 J E.

nhl 	
impliesWriting ch =() (cf. eq. (3.9)) and nh =( 	 ), this 	 that nhtEh2 	 nh2

is proportional to

i l-p, 	 hl1 1 E+Eh2 	 (h=l,.. .,M)
Eht 	 kl+p) 	 2 	 (t=1,2),

- 1
when we disregard the irrelevant constant c(l-p) .

Thus, minimization of Q can be obtained by means of the following

simple algorithm:

Subtract 1-((2-p)/(1+p)) 2 times the corresponding individual

average from the original disturbances, and minimize the resulting

sum of squares with respect to the coefficient vector a.

The fraction to be subtracted, 1-((l-p)/(1+p)) 1 , is an increasing function

of p, the individual share in the total variance, or the coefficient of

correlation between the disturbance from the first and the second observation.

Thus, the transformation which solves problem (Bi) has a considerable

intuitive appeal.

Subproblem (Bii): Minimization of g with respect to a 2 and p,

conditionally on a.

When N=1, it follows from (4.11) and (4.12) that



-2 	 1 	 2
a
v 

= 	 E
h=1 

(s
h2

-c
hl

)
 '

-2 	 1 	 - 	 -
ap = R E

h=1 
Ehlh2'

where .11t denotes the residuals which emerge from the solution to sub-

problem (Bi). Hence, the conditional estimators of a and p become 14)

	

„2 -2 	 -2
	(4.26) o = a v +

 o = 	 E ( Ehl+Eh2/'
h=1

h=1 

	

.(42 	 2 E

(4.27) P - P -

	a 	 I (chlh2
)

It is easy to verify that (4.26) - (4.27) are in fact the solu-

tion to subproblem (Bli) in the single equation case. From (4.23) we

find

= a 4
(l

- p 2 )

)
-1 	

* 	
- 	

1

0 2 (1 (-p

1 -p

1

which gives the following expression for the g function (4.5):

1 
(4.28) g = g(a

2
,p,u) = Mi2 log

2 
+ log(1-p

2
)} +

2
(1-p

2
)a 
	Q1(0,

where

M 	 ( 1 -p)
(4.29) Q

1 (p) = E e'h 	 Eh = E 1E 111 	 2PEIll Eh2 	 6 112 1.
h=1 	 -0 1 	 h=1

14) As noted in section 3.2, we are not ensured that P is positive. These
estimates are identical with the "analysis of variance estimates" of the
disturbance components. This formal equivalence between maximum likelihood
estimation and analysis of variance estimation is, however, only confined
to the two components specification considered here. In three component
models, such equivalence holds only asymptotically. See Amemiya (1971,
sections 3-5).

5853

h=1

2 	 2
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Minimizing g partially with respect to o 2 we find the conditional

estimator:

Ql(P)
(4.30) a (p) - 	

2M(1-p
2
) 

•

Inserting this into (4.28), we obtain the concentrated g function

g* = g*(0,a) = constant + M{2 log yp) - log (1-p
2
)1.

Minimization of g * with respect to p, gives (4.27). From (4.29) and (4.27),

we find

112
	Q 1 ( ) =

 (2)
 E 	 2+- 2 )

hl 6 112 •

Combining this expression with (4.30), we directly obtain the variance

estimator (4.26).

The algorithm for iterative single equation FIML estimation

Summing up, the procedure we have established for finding the

iterative solution to the FIML estimation problem in the single equation

case, can be described as a step-by-step algorithm, which is analogous to

the one stated for the simultaneous estimation of the complete N equation

model. The only difference is that whereas the algorithm for the complete

model requires an initial guess at the coefficient vector el, the present

algorithm is initiated from the value p=0 in stage A. Then subproblem

(Ai) degenerates to ordinary non-linear least squares estimation of a

and subproblem (Aii) to ordinary non-linear least squares estimation of the

disturbance variance a 2. Stage B can then be condensed into the following

four step algorithm:

1) Find the residuals e
ht
 (for all h and 0 that correspond to

the estimated equation in stage A.

2) Calculate the estimate of p, P, from (4.27).

3) Calculate the transformed residuals ; tit , and minimize the

resulting sum of squares with respect to a.

4) Go to step 1), while using the solution value of a from

step 3) as new starting value.

h=1
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This iterative procedure proceeds until convergence is obtained with
^(k)

respect to p. Let p 	 denote the estimated p value in the k'th itera-

tion. The convergence criterion in stage B is then defined by

H
 (k) - i; (k-1)1 < 	 ,

i.e. the absolute value of the change in P shall be smaller than some
prescribed scalar E.
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V. THE DATA

The present study is part of a larger project which has as its

data base Norwegian Surveys of Consumer Expenditure from five conse-

cutive years, 1973 - 1977. In Bjorn and Jansen (1980) we have given

an extensive discussion of this data source, which contains a total of

8 110 individual observation points. For reasons discussed in section

2.1 of that report, the sample size and the sampling design have under-

gone substantial changes during this period. This is visualized in

figure 5.1.

In this study, we focus solely on the reports from those house-

holds which have been observed twice. The sampling design with partly

overlapping samples was introduced in the Norwegian Surveys of Consumer

Expenditure from the year 1975 onwards. Our data file contains 209

complete reports from households observed in 1975 and 1976, and 235

reports from those participating in 1976 and 1977. No household

participated more than twice. These are the basic data for the present

study. However, to simplify matters we have discarded 26 households

from the second group, which leaves us with a data set consisting of

M=418 households and 201=836 reports (individual observation points).

The data for this study thus consist of only 10 per cent of the original

data base. (See figure 5.1.)

We have divided the consumption expenditures into N=5 aggregated

commodity groups. This is the upper level of aggregation in our study

and it is primarily intended for simultaneous equations estimation.

(See chapter VI.) These commodity groups are further disaggregated to

N=28 groups, which form the basis for a more detailed examination of the

consumption pattern to be presented in chapter VII. 1)

The compiling method in the Norwegian Surveys of Consumer

Expenditure is a recording of consumption expenses by a combination of

detailed book-keeping and interview. Each household is asked to keep

accounts of its expenses during a 14 days' period. In addition, for

commodities and services with a low purchase frequency, expenses during

the last 12 months are registered in a concluding interview at the end

of the accounting period. Expenses on housing are measured by rent

(including maintenance and repairs), whereas other durable goods are

simply represented by the value of last year's total purchases. 2)

1) The commodity groups are listed in table 5.1. A detailed record of
the commodity definitions at both levels of aggregation is given in
BiOrn and Jansen (1980, section 2.2 and appendix 1).
2) Confer tables 3 and 4 in BiOrn and Jansen (1980, p. 12) giving the
shares of the expenditure on each commodity group which are recorded
by interview and the shares of the expenditure which represent
purchases of durable goods.
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In table 5.1, we have recorded summary statistics for the 836

household reports which underlie the present study. The first column

gives the unweighted average and standard deviation of the budget shares 3)

(measured at current prices), while the second column contains the same

statistics for the expenditure at constant 1974 prices, calculated by

deflating the expenditure on each item by a corresponding price index to

be explained below. These summary statistics concur with those reported

in BiOrn and Jansen (1980) for the complete 1973 — 1977 data set. We

observe a relatively high standard deviation for some of the commodity

groups. This reflects,z:nter aha, the presence of zero—reporting in

our data, i.e. the fact that a non—negligible fraction of the respondents

report zero expenditure on some commodity groups. We have not, however,

taken any specific action to counteract that problem in this study.

Table 5.1. Budget shares (measured at current prices) and expenditures
(measured at constant 1974 prices) for the 836 reports from
the rotating households, 	 1975 — 1977.
Average values and standard deviations 	 (in parenthesis)

Commodity group Budget share.
Percentages

Expenditure 	 at constant
1974 prices. Nkr

1. Flour and bread 	 2.63 1 019
(2.37) (750)

2. Meat and eggs 	 6.70 3 195
(6.25) (4 254)

3. Fish 	 1.60 684
(2.24) (980)

4. Canned meat and fish 0.60 263
(0.91) (373)

5. 	 Dairy products 	 3.73 1 448
(2.83) (942)

6. 	 Butter and margarine 0.98 366
(1.07) (357)

7. 	 Potatoes and vege- 5.13 2 290
tables 	 (4.13) (1 	 900)

8. 	 Other food 	 4.29 1 624
(3.36) (1 	 235)

9. Beverages 	 2.35 1 165
(3.49) (1 	 874)

10. Tobacco 	 1.74 752
(2.69) (1 	 140)

11. 	 Clothing 	 7.58 4 071
(7.99) (4 	 728)

3) 	 See BiOrn and Jansen (1980, subsection 3.2.4) for a discussion of the
distinction between weighted and unweighted average budget shares.
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Table 5.1 (cont.). Budget shares (measured at current prices) and
expenditures (measured at constant 1974 prices)
for the 836 reports from the rotating households,
1975 - 1977.
Average values and standard deviations (in
parenthesis)

Commodity group Budget share.
Percentages

Expenditure 	 at constant
1974 prices. 	 Nkr

12. Footwear 	 1.72 981
(3.98) (2 	 217)

13. Housing 	 11.04 5 465
(10.17) (6 839)

14. Fuel and power 	 4.78 1 606
(4.15) (875)

15. Furniture 	 4.45 2 570
(7.41) (5 299)

16. Household equipment . 2.93 1 488
(5.61) (3 889)

17. Misc , household goods 2.60 1 096
(3.66) (1 	 919)

18. Medical care 	 1.70 785
(4.70 (2 	 212)

19. Motorcars and bicycles 4.95 3 644
(12.51) (9 870)

20. Running costs of 6.91 4 484
vehicles 	 (9.58) (9 220)

21. Public transport 	 2.54 1 343
(5.42) (4 427)

22. PTT a)charges 	 1.47 776
(5.60 (3 739)

23. Recreation 	 5.89 3 445
(8.53) (6 	 927)

24. Public entertainment 3.10 1 514
(5.41) (2 	 821)

25. Books and newspapers 2.26 1 059
(4.48) (3 393)

26. Personal care 	 2.00 934
(2.31) (1 	 100)

27. Misc , goods and ser- 1.49 1 	 131
vices 	 (4.85) (8 083)

28. Restaurants, hotels, 2.82 1 608
etc. 	 (5.49) (3 	 611)

a) I.e. post, telephone, and telegraph.
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Table 5.1 (cont.). Budget shares (measured at current prices) and
expenditures (measured at constant 1974 prices)
for the 836 reports from the rotating households,
1975 - 1977.
Average values and standard deviations (in
parenthesis)

Commodity group
Budget share.
Percentages

Expenditure at constant
1974 prices. 	 Nkr

I. Food, beverages and 29.75 12 782
tobacco 	 (14.07) (8 011)

II. Clothing and footwear 9.30 5 049
(9.41) (5 855)

III. Housing, fuel and 25.81 12 194
furniture 	 (14.28) (11 373)

IV. Travel and recreation 27.12 16 264
(18.21) (19 383)

V. Other goods and 8.03 4 464
services 	 (8.80) (9 616)

Total 	 100,00 44 433

(..) (30 770)

The sample averages and standard deviations of the main back-

ground variables are given in table 5.2. The main income earner of

the 'rotating' households has an average age of 52.6 years. This is about

1.7 years higher that the average age based on all the 3 284 household

reports from the years 1975 - 1977; i.e. the main income earners of the

rotating households are on the average older than those of the non-

rotating households. The average family size, 3.03 persons, is very

close to the overall sample mean of the households observed in the

years 1975 - 1977 (cf. tables 1 and 2 in BiOrn and Jansen (1980, p. 10)).

Table 5.2. Main background variables. Sample averages and standard
deviations based on the 836 reports from the rotating house-
holds, 1975 - 1977

Variable 	 Sample average 	 Standard deviation

Age of the main income earner
in the households, years  
	

52.61 	 15.44

Household size, number of persons
	

3.03 	 1.62
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The price indices are constructed from the basic data used in

calculating the official Norwegian Consumer Price Index. 4) First, we

established a Laspeyres price index for each commodity group on a

monthly basis. We then performed a smoothing of each series to a

periodicity of 14 days to make the periodicity of the indices coincide

with the length of the accounting period for the consumption expenses.

The smoothing algorithm is described in greater detail in section 2.3

of BiOrn and Jansen (1980, pp. 11-15). In table 5.3 below, we repro-

duce the resulting annual averages of the price indices only.

Table 5.3. 	 Price indices for the commodity groups.
(1974 = 100)a)

Annual averages

Commodity group 1975 1976 1977

All commodities 	 111.67 121.91 132.97

1. Flour and bread 	 112.33 117.29 123.39
2. Meat and eggs 	 116.31 132.58 145.30
3. Fish 	 101.38 102.56 114.23
4. Canned meat and fish 	 106.64 114.24 125.52
5. Dairy products 	 120.71 133.96 125.65
6. Butter and margarine 	 106.61 105.19 118.04
7. Potatoes and vegetables 	 118.09 135.33 139.96
8. Other food 	 115.56 123.88 156.30
9. Beverages 	 117.32 128.65 141.06
10. Tobacco 	 108.39 122.87 126.42
11. Clothing 	 107.42 114.55 126.01
12. Footwear 	 106.93 119.47 134.85
13. Housing 	 108.34 116.05 125.03
14. Fuel and power 	 113.62 125.30 140.37
15. Furniture 	 111.12 119.24 129.51
16. Household equipment 	 111.44 119.29 125.70
17. Misc , household goods 	 119.25 132.50 146.11
18. Medical care 	 115.00 127.53 138.14
19. Motorcars, bicycles 	 113.17 124.02 134.31
20. Running costs of vehicles 	 106.60 116.76 130.42
21. Public transport 	 111.61 129.55 146.09
22. PTT charges 	 102.44 102.93 113.23
23. Recreation 	 109.42 117.08 124.28
24. Public entertainment 	 105.98 110.86 119.97
25. Books and newspapers 	 112.79 128.39 142.34
26. Personal care 	 115.99 126.93 137.76
27. Misc , goods and services 	 118.41 127.51 135.60
28. Restaurants, 	 hotels, 	 etc. 	 114.26 125.30 141.46

I. Food, beverages and tobacco 	 114.89 126.72 137.03
II. Clothing and footwear 	 107.34 115.37 127.48
III. Housing, fuel and furniture 	 111.26 120.29 130.69
IV. Travel and recreation 	 109.17 119.29 130.92
V. 	 Other goods and services 	 115.62 126.66 138.66

a) Extracted from table 7 in Biorn and Jansen (1980, p. 15).

4) This is a Laspeyres index based on monthly registration of the prices
of a selection of 770 goods and services.
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VI. EMPIRICAL RESULTS: THE COMPLETE 5 COMMODITY MODEL

The empirical work with the simultaneous estimation of the model,

(3.29), has brought a considerable amount of interesting results for the

five aggregated commodity groups. In this chapter, we give a survey of

the main findings. Several versions of the same basic model will be

investigated. Our inference procedure will be a combination of hypothesis

testing and estimation. 1)

First, in section 6.1, we test the general model specification by

means of a multiple testing strategy based on the Likelihood Ratio prin-

ciple. We focus on the following questions: (i) What is the effect of

the background variables: which are significant, and which are not?

(ii) Do our data indicate the presence of significant individual distur-

bance components? (iii) Can we impose restrictions on the coefficients

of the price index function, i.e. S and t i , without incurring a loss of

goodness of fit? Then, in section 6.2, we comment on the magnitude

and sign of the coefficient estimates obtained. In section 6.3, we

examine more systematically the effect of incorporating individual distur-

bance components, inter aZia by investigating the sensitivity of the

estimates of the structural coefficients. The next two sections deal

specifically with the demand elasticities implied by the coefficient

estimates. Section 6.4 contains an extensive discussion of the Engel,

Cournot, and Slutsky elasticities together with the estimated budget

shares, while section 6.5 is devoted to the income flexibility. We find

that the qualitative implications of Frisch's hypothesis on the variation

of the latter parameter with income are supported. In both these sec-

tions, we use diagrams to summarize the main findings. Finally, section

6.6 reports some experiences concerning the effect of relaxing constraints on

the coefficients of the price index function, i.e. S and t i , which we

have imposed during most of the estimation work. The purpose is to

illustrate a problem of collinearity to which the Fourgeaud-Nataf model

and related models are vulnerable.

The complete set of tables underlying the work reported in this

chapter is reproduced in part A of the table annex. The tables included

in the text section are, in most cases, extracts from the table annex and

give the main results only. 2)

1) For details on the estimation strategy and the computer work, see
chapter IV and appendix H.
2) In this chapter, and in table annex A, we number the aggregate commo-
dities by Arabic numerals (1,2,..,5). In chapters V and VII, we represent
these commodities by Roman numerals, to prevent confusion with the dis-
aggregated groups. The reason for this change of notation is only
typographic.
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6.1. Test of model specification 

In principle, our model specification could be tested by testing

all the different hypotheses and subhypotheses involved in the three

questions raised above simultaneously within the framework of one multiple

testing scheme. Although this is a recommendable approach from a theore-

tical point of view, it would hardly be practicable in the present case.

Not only would such a scheme contain a substantial number of hypotheses,

a lot of computer problems would also be likely to arise owing to the large

number of parameters involved, the high degree of non-linearity of the

model, and the complexity of the estimation algorithm. In these circum-

stances, we should desist from asking too many questions simultaneously.

Our strategy will be first to concentrate on hypotheses about the

form of the price index function, i.e. question 	 Conditional on the

outcome of these tests, we proceed to questions (i) and (ii) and perform

a simultaneous test of the hypotheses involved by means of one single

testing scheme. This implies that we focus simultaneously on the back-

ground variables and the structure of disturbances, but consider these

hypotheses as separated from those concerning the form of the price

index function.

6.1.1. Constraints on the price index function

Unconstrained FINL estimation of the demand model with no

background variables included gave the following estimates: 3)

1 2 3 4 5
s. 	 0.1368
1

0.1175 0.1882 0.4486 0.1089

'L 	 0.5687 0.0553 0.4103 -0.0602 0.0259

â - 0.3954 ti = 	 0.6597 = 2.2666

These estimates satisfy the adding-up and non-negativity constraints

onthes.andt.coefficients (cf. (2.5), (2.6), (2,17), and (2.19)),
1

except that E 4 is negative. If eq. (2.4) is interpreted as a price

index function, this is obviously an unacceptable result since it

implies that commodity 4, Travel and recreation, occurs with a

3) Extracted from the first column of table A.3 in the table annex.
Attempts were also made to include background variables. In this we
did not succeed, however, as the estimation process did not converge.
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negative weight in the price index P (cf. eq. (2.18)). The standard

error of i
4 

is
' 
however, 0.37, so we cannot reject the hypothesis

t 4	0, i.e. it would not be in conflict with our data to restrict this

coefficient to be non—negative. Imposing t 4 = 0 as an a priori

constraint, we find that all estimates fall within the admissible region:

1 2 3 4 5
0.1367 0.1176 0.1882 0.4486 0.1089

i. 0.5198 0.0628 0.3830 0 0.0344

a = 0.4459 b = 0,7421 p = 2.0556

We then turn to P, the coefficient which characterizes the

curvature of the "indifference surfaces" of the price index function. 4)

The point estimate, P = 2.0556, indicates that these surfaces are

concave, but it has a standard error as large as 1.3241, so an approximate

5 per cent confidence interval for P extends from —0.55 to 4.66. Thus, we

cannot reject neither that the price index function is linear

(P = 1 : P = E.t.p.) nor that it is log—linear (p = 0 : log P = E.t log p.).
J J J

In his analysis of the Fourgeaud—Nataf model based on French data, Nasse

found an estimated R value slightly less than one (P = 0.9862) (Nasse (1973,

p. 1152)), i.e. also his analysis supports the hypothesis that the implicit

price index function is linear.

If we impose the linearity restriction 5=1 from the outset, we find

that all our coefficient estimates satisfy the a priori constraints:

1 2 3 4 5
s. 0.1366 0.1177 0.1880 0.4488 0.1089

0.3609 0.0859 0.2948 0.1936 0.0648

a = 0.7786 b = 1.2872

The evidence from our data is, in other words, that neither the

hypothesis that all 's are non—negative nor the hypothesis 5 =1 can be

rejected. This conclusion holds not only when the two hypotheses are

tested separately (by means of t tests), but also when they are tested

4) Cf. footnote 10 in chapter II.
5) Nasse reports an associated standard error estimate equal to 0.1568,
but does not, however, comment on its interpretation.
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jointly (by means of a Likelihood Ratio test; see the bottom line of

table A.3). In the following, we shall therefore impose f3=1, t iC[0,1]

as a priori constraints on the price index function when drawing infe-

rences on the other demand parameters. This is obviously a simplifica-

tion. We shall discuss its implications more closely in section 6.6.

6.1.2. A testing scheme for background variables and unobserved
individual effects

Our starting point for testing the significance of the background

variables and the individual disturbance components - subject to the

constraints 0=1,t iC[0,1], i=l,.. .,N(=5) - is the following basic hypo-

thesis:

• Both age (A), number of persons (n), and individual distur-
bance components are significant factors in the demand
functions.

Against this we set the following three more restrictive hypotheses:

HA : Age (A) is insignificant: s iA = aA = bA = 0 	 (i=1,...,N).

H
n
: Number of persons (n) is insignificant:

s. = a =b =0in 	 n 	 n
(i=1,...,N).

H : Individual disturbance components are insignificant:

a?. 	 - 0 	 (1=1 ..... N; j=1,...,N).

These are the hypotheses on the first level of our testing scheme. By

combining these hypotheses in all possible pairs, we get the three

second level hypotheses, to be confronted with the first level hypotheses:

11
p
: Neither A nor individual components are significant:

s iA = aA 	 bA = 	 =
	(i=l ..... N; j=1,...,N).

H
n
0H

p
: Neither n nor individual components are significant:

s. 	 = a = b = ok' 	= 0 	 ( 1=1,...,N; j=1,... ,N).in 	 n 	 n 	 ij

On the bottom level, we find the most restrictive hypothesis:

H nil ful : Neither A, nor n, nor individual components are significant:
A n

s iA = sin =aA = an = bA = bn = o?' =0ij

(i=1,...,N; j=1,...,N).
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Figure 6.1. Test of model specification in the simultaneous equation model. The
testing tree.
A priori restrictions: 	 13= 1, t i E [0,1] (i= 1,2,...,5).
r= no. of restrictions.
-2 log X= Likelihood Ratio test statistic. (X=Likelihood Ratio).

X0.01 
=critical 1 per cent value in the x 2 (r) distribution
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The test tree is illustrated in figure 6.1, with the arrows

symbolizing the subtests. We proceed by testing each of the more

restrictive hypotheses against the one, or the ones, of which it is a

special case, i.e. testing HA' Hn3and H against H 	 HAruin against HA'
etc. This gives a total of 12 subtests. Our test criterion is to

control the probability of making at least one false rejection, i.e.

to reject a restrictive hypothesis against a more general one erroneously

at least once. Assigning a 1 per cent probability level to each subtest,

the overall level of significance - i.e. the probability of making at

least one false rejection - will have an upper bound of 12 per cent. °
Each test is carried out by means of the Likelihood Ratio

principle from the FIM estimates for the 8 variants of the model re-

ported in table A.2 in the table annex. The method derived from this

principle is: Let Lilo and Lin be the value of the log-likelihood func-

tion corresponding to the FIML estimates of a model under the null

hypothesis H o and the less restrictive alternative hypothesis H 1 ,

respectively. Then Ho should be rejected in favour of H 1 if the

statistic

-2 log ), = -2[LH
0
 - L11

1
]

exceeds a pre-selected fractile in

the number of restrictions imposed

the one considered here, this test

the x
2
(0 distribution, where r is

in Ho .
7) 

In non-linear models, as

is only asymptotically va1id. 8)

We find that 8 of the 12 subtests lead to rejection. Of the

three first level hypotheses, both Hp and Hn are rejected against H,.

Only HA passes this test, i.e. the age of the head of the household

drops out as explanatory variable in the demand system on the first

level of the testing scheme. On the other hand, the more restrictive

hypotheses, HAntin and HAniln, are both rejected against HA. Thus, we may

say that HA is the 'optimal', or 'preferred', specification of the model,

i.e. our data indicate that both the number of household members and

the unobservable individual factors represented by the nih 's are significant

explanatory variables in consumer demand with a five commodity classification,

while the age of the head person is insignificant. This conclusion

6) This follows straightly from basic rules in probability calculus.
7) When determining r we, of course, exclude the adding-up conditions

	

(3.8) and (3.30) and the symmetry conditions a
j

P 	 = a
Ji
? 	which are a

	

i 	 '

priori restrictions in all model variants.
8) For details, see appendix E and Kendall and Stuart (1973).
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is strengthened by the fact that in all the four subtests in which the

presence of age specific effects is tested in our testing scheme, these

effects turn out to be insignificant, whereas all the eight subtests

concerning the number of persons or the unobserved individual effects

indicate that these effects are highly significant.

6.2. Estimates of the structural coefficients 

We now turn to the estimates of the structural coefficients.

Our attention will be confined to those specifications which satisfy

the constraints 6=1 and t.E[0,1], i=1 ..... 5; as we noted in section 6.1,

these are restrictions on the price index function which cannot be re-

jected from our data. Needless to say, the implications of the results

emerge only when we take the economic interpretation of the coefficients

into account.

We shall be particularly concerned with the sensitivity of the

estimates with respect to the specification of background variables in

our model. For this reason, we shall consider not only the specification

H
A 

(A excluded), which the multiple test in section 6.1 pointed out as the

'preferred' variant, but also the specifications H * (both n and A inclu-

ded) and Hn (n excluded). We first focus on the coefficients a and b

which characterize the C(u) function, and which are common parameters

in all the demand equations (subsection 6.2.1). Then, we discuss the

commodity specific parameters s i and t i , which - as we saw in chapter 2 -

have a 'budget share dimension' (subsection 6.2.2).

6.2.1. The function C(u) = a log u + b

Before interpreting the empirical estimates of a and b, i.e. the

coefficients of the C(u) function - in the following frequently to be

referred to as the 'income coefficients' - let us consider two important

restrictions on this function which follow from the underlying hypothesis

of maximizing behaviour. The first restriction,

(6.1) 	 u > C(u) = a log u + b,

is a direct implication of positivity of the marginal utility of income,

confer (2.16). The second restriction is that the income flexibility w

is negative. 9) From the expression for w, given in (2.31), it is easily

seen that this is equivalent to imposing the following additional

constraint:

9) This follows from the fact that for maximal utility to be attained,
the Hessian of the utility function must be negative definite. See
e.g. Theil (1975, p. 29).
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(6.2) 	 u > a.

Together, (6.1) and (6.2) are equivalent to

(6.3) 	 u > uo = max(u * ,a),

where uo 
is the effective lower bound on u, for which the model is valid,

and u * = u * (a,b) is determined by solving the equation

(6.4) 	 u * = a log u * + b.

This equation will have two solutions, one solution, or no solution at

all, depending on the numerical values of a and b. Assume that a>O. If

two solutions exist, u; and u;' (>u;) say, i.e. if the function C(u) =

a log u + b has two points of intersection with the function u, then

the first inequality constraint, (6.1), will not be satisfied for

uE{u;,4 1 }. This follows from the fact that C(u) is concave. Figure

6.2 illustrates this situation. Then we have u;' > a > 14, and u;' will

represent the effective lower bound on u, i.e. u o = u;'. The converse

situation, with no intersection between the functions C(u) and u, is

illustrated in figure 6.3. Here, the first inequality restriction, (6.1),

will always be satisfied, i.e. only the second, (6.2), is binding: u o = a.

Which constellations of a and b will give a situation with two,

one, and no point(s) of intersection, respectively? Consider the difference

between the functions C(u) and u. By using simple calculus, we find that

this difference attains its maximum,aloga+b-a=b- a(1-log a),

for u = a. Obviously, a situation with two points of intersection arises

if this maximum is positive (confer figure 6.2). If the maximum is zero,

the function u will be tangent to C(u) for u = a, i.e. uo = u, = a.

Finally, if the maximal difference is negative, no point of intersection

will exist (confer figure 6.3), i.e. no real root u * exists. Thus, the

joint implication of (6.1) and (6.2) can be summarized as follows:

i) If b > a(1 - log a), the effective lower bound on u is

u o - u* , where u * is the largest root of equation (6.4).

ii) If b 1. a(1 - log a), the effective lower bound on u

is uo = a.
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Figure 6.2. The situation with two points of intersection between u and C(u):
a log a + b > a.
u o = u > a

Figure 6.3. The situation with no point of intersection between u and C(u):
a log a + b < a.
u 	 a
o 
= 

la
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Table 6.1 reports the estimated value of a andb, as well as

a(1 - log a), for different specifications of background variables,

calculated at the approximate sample averages of n and A, i.e. n=3

and A=50. Observe that the unit of measurement of u=y/P is 10 000

Nkr, at constant 1974 prices. 10) This transformation affects the

numerical estimate of the C(u) function but, of course,

not its economic implications. The sample mean estimates

satisfy b > a(1 - log a) in all alternatives, i.e. the situation is

as in case i) above, and the effective lower bound on u, uo , is the

maximal root of (6.4). These estimates of uo (= u * ) are (after

multiplication by 10 000):

Background variables
included in the model

Sample mean estimate of
uo = u * , Nkr, measured at

constant 1974 prices

n and A 7 828

n 8 064

A 17 537

None 17 006

The results are fairly sensitive with respect to the underlying specifi-

cation of background variables.

The effects on the income coefficients and the estimated lower

bound u
o 
of including background variables into the model are further

analyzed in table 6.2. We find that both a and b increase with the

household size, whereas a decreases and b is nearly constant (but

increasing) with increasing age of the household head. The estimated

value of b - a(1 - log a) is negative for a one person household (n=1)

- i.e. we have a situation like the one depicted in figure 6.3 - whereas

b - a(1 - log a) is positive for n=3 and 5 - i.e. for these households,

the situation is like the one depicted in figure 6.2.
11)

The resulting

estimate of the lower bound on u, uo , is sensitive with respect to

household size - it is roughly three times as large for a five person

household as for a one person household - but does not show much varia-

tion with the age of the household head.

10) Note also that the value of the price index P is not the same in these
four alternatives, owing to the differences in the estimates of the under-
lying weights, cf. table 6.4 below. Constancy of u across alternatives
does not imply constancy of y, and vice versa.
11) Simple interpolation indicates that the critical value of n, i.e. the
value at which the effective restriction on u switches from (6.2) to
(6.1), is about 2.7 persons for A=30 years, decreasing to approximately
1.6 persons for A=70 years.
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Table 6.1. Sample mean estimates of the income coefficients, a and b, a)
derived from the FIMI, estimates of the 5 commodity model
with different specifications of background variables.
A priori restrictions: 8=1 and t.C[0,1], i1,2,... ,5b)
(E unrestricted) 	 i

Coefficients, etc.
	 Background variables included

n and A 	 n 	 A
	

None

a	 0.4403
	

0.4196
	

0.8518
	

0.7786

b
	

0.8906
	

0.8967
	

1.2752
	

1.2872

a(1 - log a)
	

0.8015
	

0.7840
	

0.9884
	

0.9735

a) a = a o + a n n + a AA and b = b o + b nn + b AA. a and b are evalua-

ted at the approximate sample mean values of the background variables,
n = 3 and A = 50. The unit of measurement of u is 10 000 Nkr.
b) Confer table A.2 of the table annex.

Table 6.2. Estimates of a and b and corresponding estimates of the lower
bound on real income, u , derived from FM, estimates of the
model with both backgroûnd variables included. a)
A priori restrictions: 8 = 1 and t.E[0,1],
(E unrestricted) 	 i

Effective
Value of back- 	 lower bound

a	 b 	 b - a(1 - log a)ground variables 	 On 11, 110 ,

Nk.rC)

n=1 	 0.4532 	 0.6183 	 -0.1936 	 4 532
A = 30 	 n=3 	 0.5024 	 0.8859 	 0.0377 	 7 228

n=5 	 0.5516 	 1.1536 	 0.2738 	 12 971

n=1 	 0.3911 	 0.6230 	 -0.1353 	 3 911
A = 50 	 n=3 	 0.4403 	 0.8906 	 0.0891 	 7 828

n=5 	 0.4895 	 1.1583 	 0.3191 	 12 786

n=1 	 0.3290 	 0.6277 	 -0.0670 	 3 290
A = 70 	 n=3 	 0.3782 	 0.8953 	 0.1494 	 8 205

n=5 	 0.4274 	 1.1630 	 0.3723 	 12 627

a) a = a
o 

+ a
n
n + a

A
A and b = b

o 
+ b

n
n + b

A
A. The unit of measurement

of u is 10 000 Nkr.
b) Confer table A.2 of the table annex.
c) The figure in this column is equal to 10 000 times the maximal root of
(6.4) if b - a(1 - log a) is non-negative, and equal to 10 000 a if
b - a(1 - log a) is negative.
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Approximate standard errors of the estimated structural coeffi-

cients are given in table A.2 of the table annex. From the first column

of this table we find that the 'constant terms' in a and b, i.e. a n and

13 0 , are both significantly different from zero (at de five per cent level),

whereas an , aA and bA are insignificant. The only significant effect of

background variables on the C(u) function goes through the coefficient bn .

Since at least one of the coefficients ofa=a +an+aAis signifi-_onA
cantly different from zero, we conclude that the hypothesis a = 0

(or rather a
o 

= a
n 

= aA = 0) is rejected. Our data thus lead to rejection

of the linear expenditure system (LES) as an appropriate parametrization,

since that model is characterized by a = 0 (and 8 = 1); cf. section 2.3.

6.2.2. The commodity specific coefficients, s i and t i

If we compare the estimates obtained for the remaining structural

coefficients - i.e. s. and t i - we find notable differences in their

stability with respec 3t- to the specification of background variables in the

model.

In table 6.3, we have recorded the sample mean estimates of s i ,

i.e. the estimates for n=3 and A=50. Conditional on these values of the

background variables, the estimates are fairly stable across the different

model variants. From chapter 2 we know that s i may be interpreted as the

asymptotic budget share of commodity i:

(6.5) 	 limwi= s
i 	(i=1,...,5).

This motivates putting the s i estimates along with the sample means of

the budget shares, i.e. the average budget shares Wi , in table 6.3.

The most striking observation is that the asymptotic budget share of

Food, beverages and tobacco (commodity 1) is only about one third of the sample

mean of its observed average budget share, whereas s 4 for Travel and

recreation (commodity 4) exceeds the corresponding sample average, W4 ,

by 65-75 per cent.
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Table 6.3. Sample mean estimates of the demand coefficients si a) derived
from the FIML estimates of the 5 commodity model, with
different specifications of background variables.
A priori restrictions: 	 i=1,2,...,5 .

b)

(E 	 unrestricted)

Coefficient
Sample mean

Background variables included
of budget

n and A 	 n 	 A 	 None 	 share, Wi

sl 0.0848 	 0.0896 	 0.1217 	 0.1366 	 0.2975

s 2 0.1182 	 0.1173 	 0.1201 	 0.1177 	 0.0930

5 3 0.2063 	 0.2070 	 0.1839 	 0.1380 	 0.2581

5 4 0.4706 	 0.4675 	 0.4633 	 0.4488 	 0.2712

s 5 0.1200 	 0.1186 	 0.1100 	 0.1089 	 0.0803

a) s i = s in + s inn + s iAA is evaluated at the approximate sample mean

values of the background variables, n=3 and A=50.
b) Confer table A.2 of the table annex.

Table 6.4 displays the estimated t i coefficients, which in the

model specifications under scrutiny represent the weights assigned to

. (j=1,...,5) in the price index function. 12) Again, the average budgetP j

shares in the sample may serve as reference points since such shares are

often used to define the weights in simple price index functions. The

annual averages of the price indices P in the years 1975, 1976, and 1977,

based on these alternative sets of weights are recorded in the bottom

section of table 6.4. The maximal difference between the indices

varies from 1.0 to 1.5 per cent.

Comparing tables 6.3 and 6.4, we find that the ratio between

t i and c7.7. is negatively correlated with the ratio between s. and W.

(i=1,2,..,5). The largest discrepancy between t i and Wi is found for

commodities 1 and 4, and the sign of (t i - Wi ) is in all model variants

the opposite of that of (s i - Wi ) for all i. If we compare the model

variants in which the estimated value of t
4 

is positive with those where

t4 attains its lower bound, we observe that the weight of commodity 1

increases with more than the "lost" weight of commodity 4.

12) Or to be precise, the weights in the basic year of the price index
function, i.e. when p l = p 2 = 	 = p 5 = P = 1.
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Table 6.4. FINI, estimates of the price index coefficients t., average
budget shares, and corresponding annual averages of the
price index P.
A priori restrictions: 9=1, t i E[0,1], i=1,...,5.
(E unrestricted)a)b)

Coefficient
Background variables included

Sample mean
of budget
share, 	 19in and A n A None

0.5727 0.5715 0.3644 0.3609 0.2975

t
2 0.0607 0.0619 0.0851 0.0859 0.0930

t 3 0.3415 0.3397 0.2944 0.2948 0.2581

t
4

0 0 0.1909 0.1936 0.2712

t
5

0.0250 0.0269 0.0652 0.0648 0.0803

Annual average
of price index
P 	 (1974=100)c)

1975 	 113.20 113.21 112.13 112.11 111.77

1976 	 123.82 123.83 122.44 122.41 122.00

1977 	 134.31 134.33 133.29 133.26 132.99

a) Since 5=1, the price index function is simply P = E.t.p..
J J

b) Confer table A.2 of the table annex.
c) The price index P is calculated as P = E.W.p..

J J J

The main results concerning the impact of the background

variablesonthecoefficientss.are summarized in table 6.5. An
1

increase in household size leads to an increase in the asymptotic budget

share of commodity groups 1 Food, beverages, and tobacco, 2 Clothing and

footwear, and 4 Travel and recreation and a decrease in the asymptotic

budget share of commodity groups 3 Housing, fuel, and furniture and

5 Other goods and services. Similarly, the asymptotic budget share in-

creases with the age of the household head for commodity groups 1 Food,

beverages, and tobacco, 2 Clothing and footwear, and 5 Other goods and

services and decreases for commodity groups 3 Housing, fuel, and

furniture and 4 Travel and recreation.
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Tabell 6.5. Sign of the estimated effect of the background variables on
the asymptotic budget shares s i .

A priori restrictions: 13=1 and t1€E0,11 •
(E unrestricted) a)

Structural coefficient

Sign of the coefficient
of 	 background variables

n 	 A

s l = s lo s hin s lAA

s2 = s 2o s2nn s 2AA

+	 + -s 3 =s
30

s3nn s3AA

+
s4

=s +ss
4nn s 4AA

5 5 =S
50

+ s 5nn + s5AA

a) This table is based on the FIML estimates of the model variant which
includes both background variables simultaneously, i.e. the first
column of table A.2 of the table annex.

TheaPProximatestandarderrorsofthes i andt.cnefficients

- recorded in table A.2 of the table annex - reveal that the t i coeffi-

cients and the 'constant terms' of s. (s. ) are in general sharply
lo

determined in the model specifications which include background variables.

The only exceptions are the estimates of s lo and t 4 , which are not signi-

ficantly different from zero at the 5 per cent level. Among the

coefficients which represent the effects of the background variables,

only one,
 53n , is significantly different from 

zero (and negative).

6.3. Empirical impact of the individual disturbance components

In section 6.1, we concluded that the unobservable individual

factors represented by the individual disturbance components 	 are

significant factors in explaining observed differences in consumption

(cf. figure 6.1). We shall now examine the empirical impact of these

unobservable individual factors further. First, we present the FIML

estimates of the 'total' disturbance covariance matrix E and the

'individual' matrix E (subsection 6.3.1), and then discuss briefly

the effect on the estimated structural coefficients of neglecting

individual disturbance components, i.e. imposing E p = 0 a priori

(subsection 6.3.2).
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6.3.1. FIML estimates of the disturbance covariance matrices

The complete set of FIML estimates of the disturbance covariances

for the model specifications with 6=1 and t iE[0,1] imposed a priori, is

reported in tables A.4-A.5 of the table annex. The results for the model

variant with n as the only background variable - i.e. the 'preferred' speci-

fication according to our multiple test in section 6.1 - are collected in

table 6.6. We find that a substantial part of the total disturbance covari-

ances may be attributed to the unobserved individual factors, p ih •

There is nothing in our method of estimation that ensures a reduc-

tion in the total disturbance covariances when we take account of indivi-

dual specific error components. Indeed, despite our clear rejection of the

hypothesis Ep = 0, the estimates of the total disturbance variances and co-

variances are left virtually unchanged when we introduce this restriction in

the model, see table A.5. The importance of the error component specifica-

tion thus mainly lies in the increased knowledge it gives about the struc-

ture of the second order moments of the disturbances.

Table 6.6. FIML estimates of the 'total' disturbance covariance matrix
E=( a .)and the 'individual' matrix E = (a 1-.1 .) for the pre-li

ferred model variant, i.e. the model with n as the only
background variablea).
A priori restrictions: (3=1, t€[0,1]

&.. 	 • 	 lo2
1 3

J

1 2 3 4 5

1 1.397

2 -0.112 0.867

3 -0.376 -0.196 1.940

4 -0.795 -0.486 -1.151 2.771

5 -0.114 -0.077 -0.217 -0.343 0.751

a lj . 	 • 	 102
ij

1 2 3 4 5

1 0.562

2 -0.007 0.212

3 -0.143 -0.015 0.351

4 -0.358 -0.146 -0.228 0.816

5 -0.054 -0.044 0.035 -0.084 0.147

a) Confer table A.4 of the table annex.
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Estimates of the part of the disturbance variance which is due

the individual component (p i ), are shown in table 6.7 for different model

specifications. For all commodity groups, we observe that this share is

not affected very much by the inclusion of background variables in the

model, i.e. the numerator (G IL .) and the denominator (o ii ) change by

roughly the same proportion. The total disturbance variance decreases for

all commodity groups (see table A.4), in particular when family size is

included. If we rank the commodities according to the size of pi , we

find that commodity group 1 Food, beverages, and tobacco comes on top,

with the individual disturbance component accounting for about 40 per

cent of the total disturbance variance. The lowest p i (18 per cent) is

found for commodity group 3 Housing, fuel, and furniture.

Table 6.7. Part of the disturbance variance which is due to the indi-

vidual component: p i =

A priori restrictions: 8=1, t i C[0,11

Background variables included
Both
n and A

Only n Only A None

P 1 0.397 0.402 0.414 0.412

P 2 0.245 0.244 0.245 0.246

P 1 0.180 0.181 0.181 0.180

P 4 0.297 0.294 0.294 0.286

P
5

0.194 0.196 0.202 0.201

a) Calculated from table A.4 of the table annex.

6.3.2. Effects of the restriction E ll = 0 on the structural coefficient
estimates

We are also in a position to compare the estimates of the

structural coefficients of the model in the case where individual distur-

bance components are accounted for (E * 0), with those obtained when

individual differences are ruled out a priori (1 	0). Table 6.8

contains the results for the 'preferred' model specification, i.e. the

one with 8=1, t i E[0,1], for all i, and n as the only background

variable included. Among those coefficients which have a comparable

scaling (i.e. the t i and s.
1

	it is the elements of s l

and s 4 (i.e. s lo , s lm and s 40 , s tn.].) which are most sensitive. This is

not surprising in view of the fact that the individual component in the
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covariance between the disturbances of commodity 1 Food, beverages, and

tobacco, and commodity 4 Travel and recreation, 	 - -0.358, is by far

the largest in absolute value among the off-diagonal element of Ey (table
6.6). We observe, however, that the changes in s io (i = 1 and 4) are

approximately compensated by the changes in s in (i = 1 and 4) for values

of n close to 	 sample average.

Table 6.8. 	 Effect of the restriction E, = 0 on the FINI coefficient
estimates in the model variant with n included as the only
background variable.
A priori restrictions: 	 8=1, 	 t iE[0,11 a)

Coefficient E 	 unrestricted =0

s lo 0.0577 0.0823

s ln • 10 2 1.0647 0.8014

s 2o
0.0939 0.0943

s
2n

.	 10
2

0.7798 0.7738

0.2749 0.2749s30

s3n 102 -2.2637 -2.2202

s 4o
0.4452 0.4190

s4n •
102 0.7428 0.9541

s 50 0.1283 0.1295

s5n .	 10 2 -0.3236 -0.3091

ao 0.3029 0.2569

a
n 	

. 10
2

3.8914 4.6449

b
o

0.5102 0.4929

b
n 	

. 10
2

12.883 11.351

t
1

0.5715 0.5779

t
2

0.0619 0.0570

t
3

0.3397 0.3458

t
4

0 0

t
5

0.0269 0.0193

a) Extracted from table A.1 of the table annex.
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On the whole, the sensitivity of the estimated structural coeffi-

cients with respect to the specification of the covariance structure is

smaller than might be expected. This may be taken as a support to our

maintained hypothesis of zero correlation between the structural explana-

tory variables - income, age, and household size- and the unobservable

individual factors represented by the individual component of the distur-

bances (cf. section 3.4). The implications of these changes

for the demand elasticities are further discussed in

subsection 6.4.3 below.

6.4. The demand elasticities and the estimated budget shares 

Like the budget shares, the demand elasticities are functions of

the explanatory variables, real income and real prices, as well as the

background variables, family size and age of the household head. We shall

in this section discuss main properties of these functions, confining, as

before, attention to those specifications where 8=1 and t ir[0,1] are

imposed as a priori restrictions on the price index function P.

When 8=1, the expressions for the demand elasticities, given in

eqs. (2.27)-(2.30) , can be simplified substantially. The

Engel elasticity of commodity i becomes 13)

S.11 -F (t.v.-s.) a
(6.6) 	 E. - 	

1 	 1 1 	 1	(i=l ..... N)
is.u+ (t.v.-s.) (a log u + b)

1 	11 1

and the Cournot and Slutsky elasticities of commodity i with respect to

the price of commodity j are, respectively,

(6.7) 	 e. 	 = S.(á. -Tr.) - E.7.
lj 	J1	 lj 	3 	1

(6.8) 	 S.. = 	 -Tr.) + E.(w. -Tr.) 	 (i=1,...,N; j=1,...,N),
13 	 _11_ 1.] 	 j 	 1 	 j

where lr., the elasticity of the price index function P with respect to

P,, is now simply equal to

,, P.
(6.9) 	 7. 	 j 	 t

J P j• P 	33

8.. = 1 for i=j, and 0 otherwise, and
13

13) Recall that s i , a, and b are functions of the background variables.



Direct 	 Direct 	 Estimated 	 Sample
Cournot 	 Slutsky 	 budget 	 mean of
elas- 	 elas- 	 share, 	 budget
ticity 	 ticity 	 per cent 	 share,
e ii 	Sii	 wi 	 per cent b)

Commodity group (i)

Engel
elas-
ticity
E.
1

1 Food, beverages
and tobacco ...

2 Clothing and
footwear 	

3 Housing, fuel
and furniture .

4 Travel and
recreation 	

5 Other goods
and services 	

-0.406

-0.834

-0.673

-1.000

-0.917

-0.277

-0.721

-0.455

-0.571

-0.805

0.527

1.144

0.881

1.341

1.243

	

24.46
	

29.75

	

9.86
	

9.30

	

24.68
	

25.81

	

32.01
	

27.12

	

8.98
	

8.02
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-s.(u - a log u - b)

	

(6.10) 	 S iT -  	 (1=1,...,N).
t.v.(a log u + b) + s. (u- a log u - b)
11

We note that

	

(6.11) 	 -1 	 S i : < 0 	 (i=1,...,N)

whentheinequalitiesu>alogu+bands.>0 (i=1,...,N) are satisfied

(cf. (2.16) and (2.17)). S ii attains its lower bound, -1, if and only if

t attains its lower bound, zero. Thus, our constraints on the price index

function influence the possible range of variation of the price elasticities

e.andS..This should be kept in mind when considering the following
ij

estimates.

6.4.1. Demand elasticity estimates

In table 6.9, we have summarized the results for the Engel elasti-

cities, the direct Cournot, and the direct Slutsky elasticities. We have

also included the estimated budget shares for the five aggregated commodity

groups, along with their corresponding sample means. All the estimates are

calculated at the sample mean value of the (relative) prices and at the

approximate sample mean values of the other explanatory variables: u=50 000

Nkr (at constant 1974 prices), n=3 persons, and A=50 years.

Table 6.9. Estimates of budget shares, Engel, direct Cournot, and
direct Sl , 3ky elasticities based on simultaneous estimation
of the five commodity model.
n=3 persons, A=50 years, u=50 000 Nkr, and all prices equal
to their sample meansa).
A priori restrictions: 8=1, t iE[0,1].
(E unrestricted)

a) The estimates refer to the model variant with both n and A included,
confer tables A.7, A.9, and A.16.
b) Confer table 5.1.
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We find that the estimated budget shares of the commodity groups

1 Food, beverages and tobacco and 4 Travel and recreation show large

deviations - about 5 percentage units - from their respective sample

means. It is no accident that it is for the same commodities that we

found the largest discrepancies between the observed sample means of

budget shares and the corresponding asymptotic ones, s i (cf. table 6.3).

For the other three commodities, the differences between the observed

sample means of the budget shares and their estimates based on the demand

system are much smaller.

Among the five commodity groups, Food, beverages and tobacco

comes out with the lowest estimate for the Engel elasticity, 0.527. This

is in accordance with the majority of previous estimates for food alone.

It is of particular interest to compare our estimate with the ones reported

for food by Nasse (1973), since he uses the same parametric specification

of the Fourgeaud-Nataf demand model as the one considered here. 14) Using

aggregate national accounts data from France 1949 -1969, Nasse obtained an

estimate of the Engel elasticity of food equal to 0.75 (calculated at

sample mean values of real income and prices). Nasse also reports an

alternative estimate of 0.35, based on data in the form of cell means

from a family expenditure survey from 1965.

Other studies - based on cross-sectional data and single equation

estimation methods, e.g. Prais and Houthakker (1955), Bojer (1977), and

BiOrn (1978), as we.11asstudies based on aggregate time series data and

simultaneous equation estimation techniques, e.g. Deaton (1974, 1975a)-

all yield higher estimates of Engel elasticities for tobacco and beverages

than for food alone. We may therefore conclude that our estimate for the

composite commodity Food, beverages and tobacco are relatively low.

Commodity group 3 Housing, fuel and furniture is also characteri-

zed as a necessity by an estimated Engel elasticity of 0.881. The remai-

ning three commodity groups are all "luxuries" with estimated Engel

elasticities above unity. Our estimated Engel elasticities are in remark-

able accordance with those reported in Salvas-Bronsard (1978). She

estimated a double-logarithmic demand system comprising six commodity

groups from two vintages of French family expenditure surveys (1965

and 1972), but, like Nasse, she used group means instead of the primary

individual observations. Her estimates of the Engel elasticities, calcu-

lated at the approximate sample mean values of the explanatory variables,

were:

14) Unfortunately, food is the only commodity group in Nasse (1973) which
is comparable to our aggregate commodity groups. Nasse considered four
commodity groups: food, durables, semi-durables,and non-durables other
than food.
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Food 	 0.63

Clothing 	 1.14

Housing 	 0.60

Personal and medical care 	 1.33

Transport and communications 1.65

Recreation and others 	 1.64

The estimated awn price elasticities are all negative and less

than (or equal to) one in absolute value, i.e. the demand is inelastic

for all commodity groups. The ranking of the commodity groups, by

increasing absolute value of the Cournot elasticities is identical to

the ranking by increasing value of the Engel elasticity. From eq. (6.7)

we observe that the direct Cournot elasticity of commodity i, e ii , is a

weighted average of S. and -E i , with non-negative weights equal to

(1-t iv i ) and t ivi , respectively. Even though our restrictions on the

structural coefficients, 8=1 and t iC[0,1], imply limits to the range of

S ii , cf. (6.11), none of the above conclusions are implied by the

a priori restrictions.

Considering the specific estimates, it may be argued that the

demand for the composite commodity group 1 is surprisingly price-inelastic

(e ll = -0.41). Again, this estimate is close to the one obtained by Nasse

(1973) for food alone, -0.37, 15) whereas other studies, based on aggre-

gate time-series data (e.g. Deaton (1974), using the LES and the Rotterdam

model) indicate that the demand for tobacco and - in particular -

beverages is more price sensitive. As far as the other commodity groups

are concerned, it should be noted that our estimate of -1 for the price

elasticity of Travel and recreation follows trivially from the estimate

of t4' which is equal to its lower bound, zero.

The direct Slutsky elasticities are also all negative - as they

should be to concur with utility maximizing behaviour. Since no commodity

group is inferior (E i < 0), the direct Slutsky elasticity is always

smaller (in absolute value) than the corresponding direct Cournot

elasticity.

15) Based on time-series data from the French national accounts,
1949 - 1969.



Commodity group (j)

1 2 3 4 5

-0.017 -0.097 0.000 -0.007

-0.192 -0.109 0.000 -0.008

-0.182 -0.018 0.000 -0.008

-0.199 -0.019 -0.113 -0.009

-0.196 -0.019 -0.111 0.000

Commodity group (i)

1 Food, beverages
and tobacco 	

2 Clothing and
footwear 	

3 Housing, fuel
and furniture ....

4 Travel and recrea-
tion 	

5 Other goods and
services 	
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The complete set of cross-price (indirect) Cournot elasticities

is given in table 6.10. All uncompensated cross-price elasticities turn

out to be non-positive. That is, all commodity groups are substitutes

in demand, except that the demand for commodity groups 1, 2, 3, and 5 is

independent of the price of commodity group 4 Travel and recreation.

This result, which is not plausible, follows immediately from the fact

that the estimated t 4 is zero, which implies that the price of Travel

and recreation does not enter the budget share functions of the other

commodity groups.

Table 6.10. Estimates of the cross-price Cournot elasticities e..

(i.e. uncompensated cross-price elasticities), based on
simultaneous estimation of the five commodity model.
n=3 persons, A=50 years, u=50 000 Nkr, and all prices set
equal to their sample means.-)
A priori restrictions: 6=1, t iE[0,1].
(E unrestricted)

a) The estimates refer to the model variant with n and A included,
confer table A.16, part ii).

From eqs. (6.7) and (6.9) it follows that the expression for the

cross-price elasticities can be written

(6.12) 	 e.. = 	 + E.), 	 i 	 j, 	 (i=1,...N; j=1 	 N).
13 	 j j

Since t.v. is always non-negative, the sign of the non-zero cross-price
J

elasticities follows from the fact that the absolute value of the esti-

mateofS.'!islessthanthatofE.for all commodities at the sample

point we are considering. Moreover, the difference between E i and IS iT1
is nearly constant across commodity groups:
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Commodity group
	

E. - 18.1'1

1 Food, beverages and tobacco  	 0.291

2 Clothing and footwear  	 0.328

3 Housing, fuel and furniture  	 0.312

4 Travel and recreation  	 0.341

5 Other goods and services  	 0.335

This explains our finding in table 6.10 that the cross-price Cournot

elasticities e.. 	 fairly insensitive with respect to the subscript

i for a given subscript j.
16) 

Again, these results are not implied by

the a priori restrictions imposed on the demand system.

The discussion so far has been confined to the model variant

with both family size and age of household head included as expla-

natory variables. If we compare the results in table 6.9 with those

for other model variants - i.e. with none or only one background

variable included, see table A.7 of the table annex - we find that

the Engel elasticity estimates are fairly stable across the different

specifications, when evaluated at the sample means of the explanatory

variables. The estimated Cournot elasticities, however, vary. This

reflects primarily the differences between the estimated t i coefficients

from one model variant to another - the crucial point being whether the

t coefficients are all non-zero or not. 
17)

6.4.2. The demand elasticities and the estimated budget shares as
functions of the exElanatory variables

In this subsection, we shall describe the variation of the esti-

mated budget shares and demand elasticities with real income and the back-

ground variables, household size and age of the main income earner. In

other words, we shall consider these functions for given values of the

relative prices, and we set these values equal to their sample means.

When 8=1, the relative price of commodity group i, v i , enters the various

demand elasticity functions in complete symmetry with the coefficient t i .

Tables A.7 and A.8 of the table annex reveal that a reduction in the own

price by 15 per cent from its sample mean, all other prices kept constant,

causes positive shifts in the Engel elasticity functions for all commodi-

ties which have a strictly positive t i coefficient. The same experiment

16) At other sample points, the differences between IS iTI and E i vary
more between the commodity groups.
17) Confer tables A.11-A.16 of the table annex.
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gives more ambiguous results for the estimated price responses. The sign

of the shift in the Slutsky and the Cournot elasticities, expressed as

functions of real income, is different for different combinations of the

background variables.

We have chosen to describe the main results concerning the estima-

ted budget share and demand elasticity functions graphically. Figures

6.5 - 6.23 contain such functions for real incomes u between 20 000 Nkr

and 100 000 Nkr, measured at constant 1974 prices. The household sizes

considered are n=1,3, and 5 persons, and the age of the main income

earner is alternatively set equal to A=30, 50, and 70 years. 18) In figure

6.4, we have assembled the budget share functions for all commodities as

estimated at the sample mean values of the background variables. We

observe that the estimated budget shares for 1 Food, beverages and

tobacco and 3 Housing, fuel and furniture decrease with increasing real

income; for the other commodities it increases.

The budget share functions approach the estimated value of s i

asymptotically when real income goes to infinity, cf. eq. (6.5) and table

6.3 above. In appendix A, we have derived the corresponding asymptotes

of the demand elasticity functions:

(6.13) lim E.
u-)-= 	 1

= 1 (i=1,...,N),

(6.14) lim e..
tr.,. 	 11

= -1 (i=1,...,N),

(6.15) lim S..
11

= s.-1
i

(i=1,...,N).

The reader should keep these asymptotic values in mind when interpreting

the figures drawn for each commodity group.

18) For the sake of clarity the combinations (n=1, A=30), (n=1, A=70),
(n=5, A=30) and (n=5, A=70) are left out in most figures, i.e. when
varying A, we confine attention to household size n=3 only. Figures
6.6 and 6.7, however, are exceptions to this rule.
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The budget share function for commodity group 1 Food, beverages

and tobacco (figure 6.5) exhibits positive shifts with increasing age of

the main income earner, the magnitude of the shifts being increasing with

increasing real income. An increase in household size causes a large

shift in the budget share function. All budget share functions are de-

clining in income, which, of course, reflect the fact that the commodity

is a necessity (E i < 1). The Engel elasticity (figure 6.6) is first a

decreasing and then an increasing function of real income, and its turning

point occurs for lower real income the larger is the household size and

the higher is the age of the main income earner. Increasing age causes

a positive shift in the Engel elasticity function for all real incomes

above 30 000 Nkr, whereas increasing household size yields a positive

shift in the Engel elasticity for real incomes above 35 000 Nkr.

Similar complex pictures are revealed for the direct Cournot

and Slutsky elasticity functions in figures 6.7 and 6.8. The direct

Cournot elasticity function is decreasing with increasing real income,

one person households (n=1) with real incomes below a certain level

being the only exception. Increasing household size causes negative

shifts in the Cournot elasticities for real incomes above approximately

40 000 Nkr, whereas increasing age of the main income earner is

accompanied by negative shifts for all real incomes considered (figure

6.7). The direct Slutsky elasticity is a monotonically decreasing

function of real incomes, whereas the shifts induced in the function

by increasing n and A are analogous to the ones observed for the

Cournot elasticity function (figure 6.8).

Within the range of the real incomes we consider, the estimated

budget share function for commodity group 2 Clothing and footwear in

figure 6.9 shows uniformly positive shifts for increasing age of the

main income earner, whereas increasing household size shifts the

function upwards for real incomes above 30 000 Nkr. The Engel elasti-

city function for this commodity group is monotonically decreasing with

increasing real incomes, and it shifts markedly upwards with increasing

household size, while being nearly independent of the age of the main

income earner, see figure 6.10. The price elasticity functions in

figures 6.11 and 6.12 are both monotonically decreasing with real

income. An increase in A or a decrease in n give both rise to negative

shifts in this function, i.e. they increase the price sensitivity of

this commodity group.
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The results for commodity group 3 Housing, fuel and furniture

disclose that the budget share function is decreasing with increasing

age of the main income earner at any income level, and decreasing with

household size for all real incomes above 25 000 Nkr (cf. figure 6.13).

The Engel elasticity for this group is a monotonically increasing

function of real income and it is subject to negative shifts both with

increasing household size and increasing age of the main income earner

(figure 6.14). The Cournot and Slutsky elasticities are uniformly

decreasing functions of real income (figures 6.15 and 6.16). For any

given level of the real income, the compensated as well as the uncom-

pensated own-price elasticities are reduced (in absolute value) by an

increase in the household size.

The budget share function for commodity group 4 Travel and

recreation is shifted negatively by an increase in household size at

any real income level, whereas the function shifts downwards for

increasing age of the main income earner for real incomes above

30 000 Nkr (figure 6.17). The estimated Engel elasticity function is

monotonically decreasing with increasing real income (figure 6.18),

and shifts upwards with increasing household size and downwards with

an increase of the age of the household head. 19) Owing to the zero

estimate of t
4' 

the price response functions for this commodity group

degenerate: The Cournot elasticity is constant and equal to -1,

whereas the Slutsky elasticity function in figure 6.19 is (1 - w4E4 ),

according to eqs. (6.7) - (6.10).

The final commodity group, 5 Other goods and services, has a

budget share function that shifts downwards with a partial increase

in household size and upwards with in increase of the age of the

household head, see figure 6.20. The Engel elasticity function for

this commodity has the same main features as that for Travel and

recreation: It is monotonically decreasing in real income, the

Engel elasticity function shifts upwards with increasing household size

for all levels of real income and downwards with increasing age of

the household head, except for real incomes below 25 000 Nkr (figure

6.21). The own price response functions - figures 6.22 and 6.23 -

are monotonically decreasing with increasing real income. Both of

them shift downwards with an increase in the household size and only

slightly downwards with an increase in the age of the main income

earner in the household.

19) Since the estimated t 4 is zero, this Engel elasticity function
coincides with the negative of the income flexibility, see section
6.5 below.
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Comparison with empirical evidence from other studies 

Until recently, background variables have not, to our knowledge,

been included into empirical analyses of complete demand systems based on

aggregate time series or combined cross-section/time-series data. The

most common approach for cross-sectional studies has been to apply models

which are linear or log-linear in income, and introduce family size and

other demographic factors as additional explanatory variables in such

specifications. Houthakker (1957) reports partial elasticities for four

expenditure groups (food, clothing, housing, and miscellaneous) with

respect to total expenditure and family size, for 17 different countries,

largely based on cell means from national family expenditure surveys. His

results, which rely on single equation estimation methods, show a signi-

ficantly positive partial elasticity of demand for food with respect to

family size for all countries considered. This concurs with our findings

for commodity group 1 Food, beverages and tobacco, see figure 6.5. For

clothing and for housing, however, the partial elasticities with respect

to family size differed in signs between the different countries, both

signs being equally well represented.

The only previous attempts in the literature to introduce demo-

graphic background variables into complete demand systems estimated by

simultaneous equation methods are made by Pollak and Wales. In their

recent series of articles (Pollak and Wales (1978, 1980, 1981)), they

consider a three commodity grouping, which comprises nearly fifty per

cent of the total expenditure - food, clothing, 20) and miscellaneous

goods - and suggest several functional relationships between the

coefficients of well-known demand systems (LES, QES, generalized Translog

and CES functions) and family characteristics. (The way in which we have

introduced background variables in our model corresponds to 'linear

demographic translating' in the terminology of Pollak and Wales - confer

footnote 2 of chapter III above.) Their data base is British family

expenditure surveys from 1966 to 1972, and they perform the usual data

reduction by employing cell means as basic data instead of the primary

individual observations. 21) Another basic difference between our study

20) According to the authors, this commodity group also comprises footwear;
it is thus equivalent to our commodity group 2.
21) Pollak and Wales (1978) is based on two vintages of these surveys
(1966 and 1972), whereas their Econometrica papers (from 1980 and 1981)
cover all the seven years from 1966 to 1972. Pollak and Wales furnish
their coefficient estimates with standard errors, but do not, unfortuna-
tely, comment on neither the principles of their calculation nor their
interpretation. Since their basic data are in the form of cell means,
such information would have been most interesting and facilitated compa-
rison with corresponding estimates based on genuine micro data.
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and that of Pollak and Wales is that the latter define family size as

the number of children in the family, while their age variable represents

the average age of the children on1y. 22)

In table 6.11, we have summarized the findings of Pollak and

Wales, as calculated at the approximate sample mean of prices and

total expenditure. For food, we find that the sign of the effect on

the estimated marginal budget shares of an increasing family size and

an increasing average age of the children are both in accordance with

our findings recorded in figure 6.5 for the composite commodity group

Food, beverages and tobacco. 23) Their results also agree with our

estimates for clothing, calculated at the sample mean of prices and

total expenditure. As regards the impact of the demographic variables

on the own price (Cournot) elasticities, our sample mean estimates

for Food, beverages and tobacco support those of Pollak and Wales for

the GTL (Generalized Translog) model, but contradict those based on

the QES (Quadratic Expenditure System) and GCES (Generalized CES)

models. For Clothing and footwear, our estimates support their results

for the QES model for the family size variable and the GTL model for the

age variable, but contradict those based on the other functional forms.

22) Households consisting of adults only are excluded.
23) The marginal budget share is equal to the product of the Engel
elasticity and the estimated (average) budget share. In our case
it turns out that the sign of the effect on the estimated (average)
budget share of an increasing family size and an increasing age of
the main income earner coincide with the sign of the effect on the
marginal budget share for Food, beverages and tobacco as well as
for Clothing and footwear.



Functional
form of the
demand
functions

Food 	 Clothing
Effect on 	 Effect on 	 Effect on 	 Effect on
marginal 	 direct price marginal 	 direct price
budget share 	 elasticity 	 budget share 	 elasticity 

A. Partial increase in the family size,
i.e. the number of children

Constant
	

Constant

B. Partial increase in the average age of the children

QES
b)

LES
b)

QES
c)

GTL
c)

GCES
d)

QES
c)

GTL
c)

116

Table 6.11. Summary of the results from the studies of Pollak and
Wales (1978, 1980, and 1981)a)

a) The effects on the marginal budget shares and on the value of the
estimated direct price elasticities are calculated at the approximate
sample means.
b) Pollak and Wales (1978), based on the UK Family expenditure surveys
1966 and 1972, cell means. QES = Quadratic Expenditure System.
LES = Linear Expenditure System.
c) Pollak and Wales (1980), based on the UK Family expenditure surveys
1968 - 1972, cell means. QES = Quadratic Expenditure System.
GTL = Generalized Translog System.
d) Pollak and Wales (1981), based on the UK Family expenditure surveys
1966 - 1972, cell means. GCES = Generalized CES functions.

6.4.3. The effect of the restriction E = 0 on the estimated demand
elasticities

In subsection 6.3.2, we discussed the impact on the estimated

structural coefficients of neglecting individual disturbance components,

i.e. imposing 	= 0 a priori. Let us look briefly at the effect of this

restriction on the implied budget shares and income and price elastici-

ties, summarized in table 6.12. We observe that the estimated budget

shares and Engel elasticities are affected perceptibly by this restric-

tion only for commodities 1 Food, beverages and tobacco and 4 Travel and

recreation, but the changes are by no means dramatic. As regards the

direct Cournot elasticities, the restriction E 	0 is accompanied by a

moderate increase in the absolute value of the estimates for all commo-

dities except 4 Travel and recreation for which the elasticity remains

fixed at -1.0.
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Table 6.12. Effect of the restriction E p = 0 on the estimates of budget
shares,Engel,and direct Cournot elasticities, based on
simultaneous estimation of the model variant with n as the
only background variable.
n = 1, 3, 5 persons, u = 50 000 Nkr, and all (absolute)
prices equal to their sample means.a)
A priori restrictions: 13=1, t iC[0,1]

Commodity group
E unrestricted b) 	E = 0

1-1

n=1 	 n=3 	 n=5 	 n=1 	 n=3 	 n=5

Estimated budget shares (percentages)

1 Food, beverages and
tobacco 	

2 Clothing and footwear

3 Housing, fuel and
furniture 	

4 Travel and recreation

5 Other goods and
services 	

	19.08	 24.48 	 29.55 	 19.96 	 24.85 	 29.50

	

9.13 	 9.87 	 10.37 	 9.17 	 9.89 	 10.39

	

27.10 	 24.60 	 22.78 	 27.11 	 24.62 	 22.79

	

34.50 	 32.05 	 29.37 	 33.47 	 31.59 	 29.42

	

10.19 	 9.00 	 7.91 	 10.28 	 9.04 	 7.90

Engel elasticities

1 Food, beverages and
tobacco 	

2 Clothing and footwear

3 Housing, fuel and
furniture 	

4 Travel and recreation

5 Other goods and
services 	

1 Food, beverages and
tobacco 	

	0.543	 0.535 	 0.534 	 0.604 	 0.582 	 0.570

	

1.081 	 1.138 	 1.210 	 1.084 	 1.139 	 1.208

	

0.951 	 0.884 	 0.783 	 0.951 	 0.888 	 0.794

	

1.222 	 1.336 	 1.479 	 1.203 	 1.304 	 1.431

	

1.162 	 1.233 	 1.312 	 1.164 	 1.238 	 1.323

Direct Cournot elasticities

-0.430 -0.416 -0.407 -0.501 -0.467 -0.443

2 Clothing and footwear 	 -0.862 -0.833 -0.805 -0.883 -0.857 -0.831

3 Housing, fuel and
furniture 	

4 Travel and recreation

-0.789 -0.678 -0.548 -0.803 -0.695 -0.568

-1.000 -1.000 -1.000 -1.000 -1.000 -1.000

5 Other goods and
services 	 -0.942 -0.913 -0.876 -0.962 -0.942 -0.916

a) Note that the price index, and thus the relative prices, contain the
coefficients t as parameters, and will therefore take different values

in the two cases considered here (E unrestricted, E = 0) even though
P

all the absolute prices are equal.
b) Confer tables A.7, A.9, and A.14 of the table annex.
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6.5. The income flexibility

The estimates of the coefficient vector have also interesting

implications for the income flexibility. In appendix A, we establish

the following expression for this parameter (cf. eq. (A.18)):

(6.16) w
u - a

u - a log u -

Using this formula as a starting point, we shall first examine the

variation of the income flexibility with respect to changes in real

income - a recurring issue of dispute in the literature
24) _ 

and

second, characterize its dependence on demographic variables.

Before considering the numerical results, let us examine a bit

closer which a priori restrictions the model imposes on the variation

of w. From (6.16) we find

a 2
.\ 	 2a - —

u 
- a log u - b

(6.17) -w' - 	  = 	
dU 	(u - a log u - b)

2

afl - Tai + log e) + a(1 - log a) - b

(u - a log u - b) 2

The expression in the curly bracket in the numerator has the form

A + log (1-4), with A = (u-a)/u. From (6.17) and the assumption

a > 0, we have 0 < A < 1. Then, using Taylor's formula, it follows that

"'	 k
log(1-A) = - 

1

k=lk

and hence,

"' 1 k
A + log(1-A) = -E T A.

k=2'

24) Cf. e.g. Frisch (1959, p. 189), Goldberger and Gamaletsos (1970),
van Praag (1971), Theil and Brooks (1970-71), Theil (1975, pp. 29-30,
108-112) and (1976, pp. 419-420).
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This expression is obviously negative for 0 < A < 1, and its absolute

value is an increasing function of A. Thus, 1—a/u + log(a/u) is always

negative, and its absolute value is an increasing function of u (recall

that A is an increasing function of u). Since the denominator of (6.17)

is always positive, the sign of 	 will be determined by the sign of

a(1 — log a) — b. Non—positivity of this expression is a sufficient

condition for uniform negativity of —01 1', . However, even if a(1 — log a)

— b > 0, the numerator will always be negative for values of u beyond a

certain limit, since 1—a/u + log(a/u) is always negative and decreasing

and goes to minus infinity as u goes to plus infinity. This implies

that —w' 	 always be negative for large values of u. Summing up,

we have:

1) If b 2 a(1 — log a), i.e. if the functions C(u) = a log 	 + b

and u intersect or if the latter is tangent to the former (cf. figure

6.2 above), then the absolute value of the income flexibility, —w, will

be a monotonically decreasing function of real income u for all admis-

sible values of u.

2) A necessary condition for the absolute value of the income

flexibility to be increasing with income is that b < a(1 — log a). This

condition is identical with the condition for non—intersection of C(u) =

a log u + b and u (cf. figure 6.3 above). In this case, however, —w

will only be increasing with u up to the value at which a{l—a/u +

log(a/u)} = b — a(1 — log a). After this, it will be monotonically

decreåsing.

The estimated income flexibility function is illustrated graphi-

cally in figures 6.24 A and B for household sizes n = 1, 3, and 5 persons.

Figure 6.24 A shows the variation of —w with u for a household whose head

person is A = 50 years of age (which is close to the average age in the

sample). The estimated value for the 'average household' (u = 50 000,

n = 3, A = 50) is w = —1.34. This value is somewhat lower than, but

agrees well with the majority of empirical estimates of this parameter

from other countries — see e.g. the survey in Brown and Deaton (1972,

p. 1206) and Theil (1975, pp. 207-208, 303-305) 25) — and it also concurs

with previous estimates based on Norwegian time series data (BiOrn (1974)).

25) Recall that Theil, following Houthakker (1960), defines the income
flexibility as (I, = 1/w. Cf. footnote 17 in chapter II above.
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Our results support Frisch's famous conjecture that the absolute

value of the money flexibility is a decreasing function of income (Frisch

(1959, P. 189)), although not his numerical guesses. This is at variance

with, for example, Theil and Brooks (1970-71), who are led to rejection.

Of course, our parametrization of the C(u) function places rather strong

a priori restrictions on the possible pattern of variation of w - in

particular its asymptotic property lim w = -1. But as our specification
u-)-...

does not a priori exclude -w:, > 0 over a certain interval, cf. the above

discussion - in contrast to, for example, the LES model of which it is a

generalization 26) - it is interesting that our estimated (-0 function is

monotonically declining over the empirically relevant range. For a

household of average size and average age (n=3, A=50), the estimated value

declines from -w = 1.94 for u = 20 000 Nkr to -w = 1.18 for u = 100 000 Nkr

(table 6.13).

The estimate is also quite sensitive with respect to changes in

the household size, in particular for low incomes. For a household with

average income and with a head of average age (u = 50 000, A = 50), the

estimate increases from -w = 1.23 for n=1 person to -w = 1.48 for n=5

persons. On the other hand, it depends only slightly on age: when

u = 50 000 and n=3, the estimate is -w = 1.36 for A=30 years and

-w = 1.32 for A=70 years (table 6.14). A graphic visualization of the range

is given in figure 6.24 B, the solid lines representing households with

A=30 years, the dotted lines relating to A=70 years. So, for practical

purposes, we may conclude that the income flexibility is age independent.

A final reminder: The income flexibility, interpreted as the

elasticity of the marginal utility of income with respect to income, is

not an ordinal concept. All the conclusions above are confined to the

indirect utility function (2.11) as a representation of the underlying

indifference map, cf. section 2.4. If we had chosen another utility

indicator function, our numerical estimates of w would, of course, have

become different.

26) Recall that LES is equivalent to imposing the restrictions
a=0, 3=1; cf. section 2.3 above. Then, -w = ugu-b), which is
monotonically decreasing for all u > b > O.
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Table 6.13. Estimates of the income flexibility w for selected values
of real income u and household size n. A=50 years a) .
A priori restrictions: 9=1, t iE[0,1].
(I unrestricted)

u, Nkr n=1 n=3 n=5

20 000 -1.45 -1.94 -3.01

50 000 -1.23 -1.34 -1.48

100 000 -1.13 -1.18 -1.23

a) The estimates refer to the model variant with both n and A included.

Table 6.14. 	 Estimates of the income flexibility w for selected values
of real income u and age A. 	 n=3 persons. a)
A priori restrictions: 	9=1, t iC[0,1].
(I 	 unrestricted)

u, Nkr A=30 A=50 A=70

20 000 -1.96 -1.94 -1.92

50 000 -1.36 -1.34 -1.32

100 000 -1.19 -1.18 -1.17

a) The estimates refer to the model variant with both n and A included.

6.6. On the effects of relaxing constraints imposed on the 
price index function 

All inferences obtained in sections 6.2 - 6.5 are conditional

on the following restrictions on the coefficients of the price index

function: S = 1 and t i 	0 for all i. These restrictions cannot be

rejected from our data (cf. subsection 6.1.1), and when they are imposed,

we obtain a significant reduction in the computer costs involved in

estimating and testing the other coefficients of the model.

A main explanation of this state of affairs seems to be that

the relative prices exhibit a rather limited variation, since our data

cover three successive years only. And although by no means negligible27) ,

the relative variation of the prices is far less than that of the other

structural variables, u, n,and A. So it comes as no surprise that it is

the coefficients characterizing the price response which cause the most

serious estimation problems. In this section, we take a closer look at

these problems.

27) Cf. tables 7 and A2.1 in BiOrn and Jansen (1980).
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Consider table 6.15, which contains coefficient estimates and

standard errors for three different model variants: no restrictions

imposed (column 1), non-negativity of the weights t i of the price index

function imposed (column 2), and linearity of the price index function,

i.e. 6=1, imposed (column 3). First, we note that the estimates of the

- as well as their standard errors - are virtually the same in the

three model variants; i.e. the estimated asymptotic budget shares do not

change perceptibly when the coefficients of the price index function are

restricted.
28)

On the other hand, the estimates of a and b, i.e. the

coefficients of the income response function C(u) change markedly. Im-

position of the linearity constraint 6=1 almost doubles the estimates

of a and b - from 0.40 and 0.66 to 0.78 and 1.29, respectively - and

also induces notable changes in the t i t s. The estimate of t l , for

instance, i.e. the weight of Food, beverages and tobacco in the price

index function in its basic year, decreases from 0.57 to 0.36 while the

estimate of t 4 , i.e. the weight of Travel and recreation, increases

from -0.06 to 0.19.

The third, and perhaps most strikingconclusion which can be

drawn from table 6.15, is that fixing t 4 to zero is accompanied by a

drastic reduction of the standard errors of the other t i coefficients

and those of a and b, whereas it induces only a moderate reduction of

the standard error of the estimate of 6 (compare columns 1 and 2). On

the other hand, restricting the price index function to be linear (6=1),

leads to a moderate decrease in the standard errors of its estimated

weights t i , and, indeed, a substantial increase of the standard errors

of a and b (compare columns 1 and 3).

28) This conclusion is, however, confined to the model variant with no
background variables specified. When the number of household members
n is included, imposition of the non-negativity constraint on the ti's
change the estimates of both si n and sin markedly - compare the 
third column of table A.1 with the third column of table A.2 in
the table annex.
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Table 6.15. Estimates of the demand coefficients with and without
constraints imposed on the coefficients of the price

1

index function P =

No background variables included.
E unrestricted

Coefficient A priori restrictions

None 	 tiE[0,1] 	 8 = 1

s l

s 2

5 3

5 4

5 5

t i

t 2

t
3

t
4

t
5

a

b

0.1368
	

0.1367
(0.0148)
	

(0.0148)

0.1175
	

0.1176
(0.0087)
	

(0.0087)

0.1882
	

0.1882
(0.0132)
	

(0.0132)

0.4486
	

0.4486
(0.0184)
	

(0.0184)

0.1089
	

0.1089
(..)
	

(..)

0.5687
	

0.5198
(0.2997)
	

(0.0248)

0.0553
	

0.0628
(0.0503)
	

(0.0160)

0.4103
	

0.3830
(0.1668)
	

(0.0203)

-0.0602 	 0
(0.3661) 	 (..)

0.0259 	 0.0344
(- .) 	 (..)

0.3954
	

0.4459
(0.2736)
	

(0.0482)

0.6597
	

0.7421
(0.4415)
	

(0.0380)

0.1366
(0.0148)

0.1177
(0.0087)

0.1880
(0.0132)

0.4488
(0.0184)

0.1089
(..)

0.3609
(0.2751)

0.0859
(0.0441)

0.2948
(0.1272)

0.1936
(0.3117)

0.0648
(..)

0.7786
(0.9373)

1.2872
(1.5268)

2.2666 	 2.0556 	 1
(1.8093) 	 (1.3241) 	 (..)
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In sum, these observations indicate a 'diversified' pattern of

correlation between the estimates of the coefficients in the different

part of the model:

- The estimates of the asymptotic budget shares s i are weakly

correlated with the estimates of the coefficients of the

price index function, i.e. t i and ß.

- The estimated weights of the price index function,

t 1 ,...,t 5 , are strongly intercorrelated.

- Theestimatesofthet.1 's 
are strongly correlated with the

income response coefficients a and b, and this correlation

is more pronounced than the correlation between the t i 's

and {3.

Tables 6.16 and 6.17, which are excerpts from the complete correlation

matrices of the coefficient vector 29) , confirm these conjectures. Futher-

more, we make the following additional observations:

- In the model variant with no restrictions imposed on the price

index function, no coefficient of correlation between t i and s i

coefficients exceeds 0.25 in absolute value (table 6.16, part A).

We interpret this as an indication that our data have no diffi-

culties in 'discerning' the effects going through s i from the

effects through t i. (Recall that both coefficients have a

'budget share dimension', s i being the asymptotic budget share

of commodity i, and t i its weight in the price index function

in its basic year.)

- Whenthet.
1
's are unrestricted, all their estimates are highly

intercorrelated. This obviously reflects the high degree of

collinearity of the price variables across the sample and the

ensuing problems in discerning empirically the effect of the

different prices in the price index function. The collinearity

is particularly strong in the model variant with a linear price

index function, i.e. when 5=1. Then all coefficients of correla-

tion between the estimates of the t i 's exceed 0.99 in absolute

value: The correlation between the t i 's and the coefficients

of the income response function,i.e. a and b, is of the same

order of magnitude (table 6.17, part C). This gives ample

evidence of the sort of information on the price responses that

we can hope to extract from our data.

29) Confer table A.6 in the table annex. These correlation matrices are
calculated on the basis of the formulae for the covariance matrix (G.11)
in appendix G.
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- When t 4 is fixed at its boundary value, zero, the correlation

pattern changes drastically (table 6.17, part B). Most com-

pelling is the reduction of the correlation between the estimates

of the price index coefficients t i and 8 on the one hand and the

income response coefficients a and b on the other.

Table 6.16. Coefficients of correlation between the estimates of t. and s..
No background variables included.
E unrestricted

(A) B and t unrestricted

s1 s2
S3

s4

1
-0.007 -0.015 +0.051 -0.023

t 2 -0.015 -0.238 +0.000 +0.111

t
3 +0.054 -0.003 -0.063 +0.000

t
4 -0.015 +0.040 -0.011 -0.008

(B) 1 unrestricted, 	 t 4_= 0

s1 s 2 s 3
s 4

t
1

t 2

t 3

-0.211

-0.002

+0.258

+0.241

-0.690

+0.243

+0.390

+0.026

-0.494

-0.307

+0.296

-0.043

(C) B = 1, t i  unrestricted

s l s2
5 3 S 4

t i

t 2
t
3

t4

+0.015

-0.018

+0.025

-0.018

+0.004

-0.044

+0.006

+0.001

+0.011

-0.003

-0.011

-0.005

-0.020

+0.033

-0.014

+0.014
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Table 6.17. Coefficients of correlation between the estimates of
coefficients in the income response function C(u) and
the price index function P.
No background variables included
E unrestricted

(A) 8 and t unrestricted

a 	 b
1 	

t
2 	

t
3 	

t
4

a
	

1.000

b
	

+0.992 	 1.000

t
l
	-0.986	 -0.996 	 1.000

t
2
	 +0.928 	 +0.937 	 -0.941 	 1.000

t
3
	 -0.977 	 -0.986 	 +0.976 	 -0.924 	 1.000

t
4
	 +0.987 	 +0.997 	 -0.995 	 +0.925 	 -0.989	 1.000

8
	

-0.587 	 -0.594 	 +0.548 	 -0.482 	 +0.658 	 -0.598 	 1.000

(B) 8 unrestricted t
4-

= 0

a 	 b t
1 	

t
2 	

t
3

a
	

1.000

b
	

+0.614 	 1.000

t
1
	 -0.239 	 -0.473 	 1.000

t
2
	 +0.230 	 +0.467 	 -0.564
	

1.000

t
3
	 -0.024 	 -0.076 	 -0.596
	

-0.133
	

1.000

8
	

-0.020 	 -0.076 	 -0.579
	

+0.264
	

+0.576 	 1.000

(C) 8 = 1. t i unrestricted

a 	 b
1 	

t
2 	

t
3 	

t
4

a

b

t
l

t
2

t
3

t 4

1.000

+0.997

-0.997

+0.990

-0.996

+0.997

1.000

-0.999

+0.993

-0.998

+0.999

1.000

-0.993

+0.998

-0.999

1.000

-0.992

+0.991

1.000

-0.999 	 1.000



	0.677	 0.677 	 0.676 	 0.676

	

1.125 	 1.126 	 1.128 	 1.128

	

0.851 	 0.851 	 0.850 	 0.850

	

1.286 	 1.286 	 1.289 	 1.289

	

1.167 	 1.168 	 1.168 	 1.168

Both background variables included; n=3 persons, A=50 years

-0.253 -0.242 -0.416 -0.416

-0.736 -0.691 -0.627 -0.627

-0.361 -0.366 -0.520 -0.520

-1.093 -1.000 -0.809 -0.809

-0.826 -0.766 -0.648 -0.648

	0.532	 0.527 	 -0.533 	 -0.406

	

1.137 	 1.144
	 -0.987 	 -0.834

	

0.877 	 0.881
	 -0.771 	 -0.673

	

1.338 	 1.341 	 -1.167 	 -1.000

	

1.240 	 1.243
	 -1.097 	 -0.917
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The imposition of restrictions on the price index function, of course, also

affects the implied estimates of the Engel and Cournot elasticities. The main

results are recorded in table 6.18. Not surprisingly, it is the Cournot elasticities

which are most strongly affected; the sample mean estimates of the Engel elasticities

undergo changes in their third decimal only. 30) The change in the direct Cournot

elasticity is most pronounced when the linearity constraint on the price index

function, 8=1, is imposed. This, for instance, decreases the estimate for Food,

beverages and tobacco from -0.253 to -0.416 and increases the estimate for Travel

and recreation from -1.093 to -0.809. Finally, when both the linearity restriction

8=1 and the non-negativity restriction t j 1. 0 are imposed, all the estimated direct

Cournot elasticities are less than (or equal to) one in absolute value (the last

column of table 6.18).

Table 6.18. Estimates of Engel elasticities and direct Cournot elasticities with
and without constraints imposed on the coefficients of the price

1

index function P = (E i t ipP.
unrestricted. u=50 000 Nkr, and all prices equal to their

sample means

Engel elasticity (Ei) 

Commodity group i 	 Restrictions 

None t 	 8=1	 1-
and 8=1

Direct Cournot elasticity (eit) 

Restrictions

None 	5=1
J	 and 8=1

No background variables included

1. Food, bevera-
ges and to-
bacco 	

2. Clothing and
footwear 	

3. Housing, fuel
and furniture

4. Travel and
recreation 	

5. Other goods
and services .

1. Food, bevera-
ges and to-
bacco 	

2. Clothing and
footwear 	

3. Housing, fuel
and furniture

4. Travel and
recreation 	

5. Other goods
and services .

30) For households outside the sample mean, however, the changes are more pronounced,
but by no means substantial - cf. table A.7 in the table annex.
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VII. EMPIRICAL RESULTS: SINGLE EQUATION ESTIMATION OF 28 DISAGGREGATED
COMMODITY GROUPS

The analysis in chapter VI, concentrated on five aggregated commo-

dity groups only, gives a sort of 'overall' picture of the demand struc-

ture. The resulting estimates and test conclusions are interesting as

far as they go, but they certainly reveal only a fraction of the infor-

mation contained in our data. Several questions of considerable practi-

cal relevance remain unanswered and they could only be examined within

the framework of a more disaggregated commodity specification. In parti-

cular, we should like to know more details concerning (i) the effect of

the background variables on the composition of consumption, (ii) the sig-

nificance and relative importance of unobserved individual disturbance

components, and (iii) the income and price responses. This motivates a

reexamination of the model on the basis of data for the 28 disaggregated

commodity groups.

This disaggregation, however, has its price: With 28 commodities

and a corresponding number of demand equations involved, simultaneous

estimation of the complete model is out of the question. When N=28, the

total number of independent coefficients would amount to 4N+3=115 in the

model variant with the demographic variables n and A included, and even

if both these background variables were omitted it would be as large as

2N+1=57. (Cf. section 3.1.) Given the non-linearity of the model and

the limited variation of the relative prices in our data, attempts at

FIMI estimation of a coefficient vector of that dimension could almost

certainly be predicted to fail, with today's computer technology. We have

to fall back on a simpler single equation estimation strategy and accept

the reformulation - and possibly reinterpretation - of the model that

this approach necessitates.

In section 7.1, we present our adaptation of the Fourgeaud-Nataf

model to make it suited to single equation estimation. An account of

the coefficient estimates is given in sections 7.2 and 7.3. Testing

results for background variables are reported in section 7.4, whereas

section 7.5 is concerned with estimates and tests of individual distur-

bance components. The final section 7.6 deals with the implied estimates

of the demand elasticities - with main emphasis on the Engel elasticities -

in the different model variants. In most of this chapter, single equation

results for the 28 disaggregated commodity groups will be reported along

with corresponding results for the 5 aggregated groups. We will also,

to some extent, compare the latter with the simultaneous equation results

in the previous chapter.
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7.1. Adaptation of the model to single equation estimation

Single equation methods for estimating complete systems of demand

equations cannot take account of the cross-equational coefficient re-

strictions which are implied by the underlying structural model. In our

case, this becomes clear if we rewrite our basic demand model, (3.29),

as follows:

pi 	 a log 	 + bP (7.1) 	 w. = s + (t (-) - s i )
ip 	 Y

P

where 	 s. = s. + s. n + s. A
1 	 10 	 in 	 lA

a = a
o 

+ a
n
n + aAA,

b = b
o 

+ b
n
n + bAA,

N 	 1/S
and 	 P = ( E t. 	 ,

j=1 J J

(i=l,. ..,N),

(1=1,...,N),

dropping, for convenience, the subscripts h and t, and the disturbance

terms. Separate estimation of each of the N equations in this system by

single equation methods implies that we ignore information of two kinds:

N
The statistical implications of the adding-up constraint E w. = 1,

i=1 1
(i.e. eqs. (3.8) and (3.30)), and

(ii) 	 the restrictions that a o , an , aA , b o , bn , bA , 	 S are

common coefficients in all the demand equations.

One of the restrictions of type (ii) says that S and t i appear in

the i'th demand equation in two places: (a) as coefficients in the expres-

sion for P, the common deflator of y and p i , and (b) as "ordinary" struc-

tural coefficients. In addition, the "extraneous" coefficients, i.e.

those with subscripts j#i, are part of the i'th equation only for the

reason that they occur in the price index function P. An implication of

this is that if the value of P were known a priori, the number of (free)

coefficients in each equation in (7.1) would be reduced by N-2=26. 1)

Attempts to modify and simplify the model for single equation estimation

purposes should therefore primarily be concentrated on these two points.
N

1) When taking account of the restriction 	 I t = 1. Otherwise, the
1=1 i

(i)

reduction would be equal to N-1.
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Our first simplification is that we replace the price index

formula above by

N
(7.2) 	 P = E w.p.,

	

j=1 	 3

where W. denotes the average budget share of commodity j as calculated

from the Surveys of Consumer Expenditure for the years 1973 - 1977. 2)

This is equivalent to setting 8=1 and using i. = W. (j=1 ..... N) as an
J 	 J

a priori estimate of t. when constructing the deflator of the nominal

price, p i , and the total (nominal) expenditure,y,in the model. However,

in situations where the individual prices are closely collinear, P is

unlikely to be verysensitiveto the choice of weights, i.e. P will be

close to P.
3) 

In that case, inconsistencies of this kind may be of minor

importance and they are at any rate a price we have to pay for applying

single equation methods on large demand systems.

Our attempts to estimate the N=28 demand equations (7.1), with

the modifications described above, by means of the iterative single equa-

tion procedure outlined in section 4.5, were not successful. With 11

free parameters (s.
10 	 in

 s in , s iA , ao , an , aA , bo , bn , bA , tv and 8) to be

estimated in each equation in each run of step 3 of this algorithm, con-

vergence turned out to be very slow. The estimation of 8 proved parti-

cularly troublesome, and in the cases where convergence was eventually

obtained, it gave very poor estimates for this coefficient. 4)

These experiences motivated our second simplication of the model

for single equation estimation, viz, to fix the value of 8 a priori, and

we decided to concentrate on two alternative values, 8=1 and 8=0. Both

lie within the approximate 95 per cent confidence interval for 8, calcu-

lated in section 6.1 on the basis of the simultaneous equation estimation

results for the five aggregated commodities.

After these modifications, the model (7.1) reads

a.log u + b i
(7.3) 	w.

1
	s.

1
	(t iv i - s i ) 1 	(8=1),

a.log u + b.
1 	 1

(7.4) 	 wi = s i + (t i - s i ) (9=0),

2) See BiOrn and Jansen (1980, table 10)
3) A similar observation is made by Deaton and Muellbauer (1980a, p.316)
in connection with the AIDS model. Confer also table 6.4 and our remarks
on the relationship between the Fourgeaud-Nataf model and the AIDS model
in section 2.3 above.
4) The geometrical interpretation of this is that the concentrated log-
likelihood function is (or seems to be) extremely flat in the "8 direction".



0.0075

0.0489

0.0036

0.0006

0.0092

0.0004

0.0197

0.0246

0.0578

0.0013

0.0003

0.0303

-0.0005

-0.0068

0.0199

0.0642

0.0138

0.0050

0.0286

0.0074

0.0439

0.0263

0.0670

0.0160

0.0061

0.0373

0.0098

0.0513
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Pi
Ywhere v. =	 _- , u - 7 (with P defined as in eq. (7.2)), and

P 	 P

S. = S. +5  n + s. A
1 	 10 	 in 	 1A '

(7.5) 	 a. = a. 	 + a. n + a
i
 A,

io 	 in

b. = b. + b. n + b iAA
1 	 10 	 in

(1=1 ..... N).

Note that we have furnished the coefficients a and b with the commodity

subscript i to indicate that their values are not restricted to be the

same for all commodities.

7.2. Estimation results when $=1 is imposed a priori 

The restriction 0=1 implies that the price index function is linear

and it is in this respect consistent with the formula used to generate the

deflator P, eq. (7.2). A complete record of the resulting maximum likeli-

hood estimates, confined to the model variant where all background variable

are excluded, is given in table B.2 of the table annex. The estimated s i

and t. coefficients are reproduced in table 7.1 below.

Recalling that s i can be interpreted as the asymptotic value of the

budget share of commodity i (i.e. the limit of wi when real income goes tc

infinity, cf. eq. (6.5)), we should expect the estimates of all s's to be

positive. This is the case for all commodity groups, except 14 Fuel and

power.

Table 7.1. Estimates of the commodity specific demand coefficients
(t.ands.)and corresponding sample mean estimates of the

1
budget shares.
A priori restrictions: $=1. No background variables included

Estimated Sample mean
s. 	 t. 	 budget 	 of budget

sharea) 	 share
Commodity group

1. Flour and bread 	

2. Meat and eggs 	

3. Fish 	

4. Canned meat and fish 	

5. Dairy products 	

6. Butter and margarine 	

7. Potatoes and vegetables

a) Evaluated at u = 50 000 Nkr, and with prices equal to their sample mean
values.



Sum across disaggregate
commodities 	  0.9833

I Food, beverages and
tobacco 	  0.1357

V Other goods and ser-
vices 	  0.0992   

Sum across aggregated
commodities 	 0.9992
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Table 7.1 (cont.). Estimates of the commodity specific demand coeffi-
cients (t i and s i ) and corresponding sample mean

estimates of the budget shares.
A priori restrictions: 8=1. No background variables
included.

Estimated Sample mean
budget 	 of budget
sharea) 	 share

Commodity group s.	 t.

8. Other food 	  0.0161

9. Beverages 	  0.0279

10. Tobacco 	  0.0050

11. Clothing 	  0.0859

12. Footwear 	  0.0261

13. Housing 	  0.0809

14. Fuel and power 	  -0.0012

15. Furniture 	  0.0669

16. Household equipment 	  0.0306

17. Misc, household goods 	 0.0124

18. Medical care 	  0.0128

19. Motorcars, bicycles 	  0.1508

20. Running costs of
vehicles 	  0.1282

21. Public transport 	  0.0267

22. P T T charges 	  0.0128

23. Recreation 	  0.0924

24. Public entertainment 	  0.0134

25. Books and newspapers 	  0.0101

26. Personal care 	  0.0131

27. Misc, goods and service 0.0360

28. Restaurants, hotels etc 0.0415

II Clothing and footwear . 0.1085

III Housing, fuel and furni-
ture 	  0.1901

IV Travel and recreation 	 0.4657

a) See note a), page 133.

0.0031 0.0349 0.0429

0.0271 0.0251 0.0235

0.0022 0.0138 0.0174

0.0782 0.0809 0.0758

0.0315 0.0188 0.0172

0.0760 0.1049 0.1104

-0.0021 0.0322 0.0478

0.1040 0.0511 0.0445

0.0323 0.0286 0.0293

0.0125 0.0225 0.0260

0.0130 0.0167 0.0171

0.2345 0.0686 0.0495

-0.6954 0.0836 0.0691

0.0283 0.0266 0.0254

0.0140 0.0150 0.0147

0.2330 0.0664 0.0589

0.0231 0.0305 0.0310

0.0809 0.0211 0.0226

0.0124 0.0195 0.0200

0.0887 0.0189 0.0149

0.0527 0.0319 0.0282

0.5570 0.9944 1.0000

0.2252 0.2564 0.2975

0.0940 0.0996 0.0930

0.1516 0.2397 0.2581

-0.1926 0.3163 0.2712

0.1001 0.0872 0.0803

0.3783 0.9992 1.0001
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Furthermore, the interpretation of the coefficient t i as the weight

assigned to commodity i in the price index function implies that t i also

ought to be positive. This requirement, however, is not fulfilled for four

of the disaggregated commodity groups: 6 Butter and margarine, 7 Potatoes

and vegetables, 14 Fuel and power, and 20 Running costs of vehicles, and

for the aggregated group IV Travel and recreation.

In table 7.1, we have also included the estimated sample mean

values of the budget shares as well as their observed sample meens, recal-

lingthatboths i andt.rmy be said to have a "budget share dimension".

As expected, we find that the estimates of s i and t i are in most cases of

the same order of magnitude as the average budget shares. To give a com-

pact characterization of this, we have computed the rank correlation5)

between the four series in table 7.1 on the basis of the statistics for

the disaggregated commodities. The result is given in table 7.2.

Table 7.2. Rank correlation coefficients between the estimates of the
s coefficients, the t coefficients, the estimated sample

mean of the budget shares (Wi ), and the sample mean of the

observed budget shares (W i ) a)

s. 	 t. w. fTri

s.

t.

w.

W.

1

	0.620	 1

	

0.754 	 0.384

	

0.634 	 0.279

1

0.972 1

a) Based on ranking numbers
derived from table 7.1.

of the 28 disaggregated commodity groups,

Theestimatesofs —andt.are highly correlated. They both show

a significant correlation with the (observed or estimated) sample mean of

the budget shares - i.e. the large commodity groups have on the average

higher s i and t i estimates than the smaller ones - a quite sensible result.

This correlation is stronger for the s i estimates than for the t.

5) The rank correlation coefficient between two series is defined as the
coefficient of correlation between the ranking numbers of the elements in
the two series (arranged in ascending or descending order).
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N
In chapter II, we established E s. = 1 (eq. (2.5)) as a necessary

1-1 1
condition for the model to be consistent with utility maximization. From

table 7.1 we observe that this adding-up condition holds approximately

fortheestimateds.coefficients both at the aggregated level

( E s. -= 1).9992) and for the disaggregated commodity grouping, where the

sum of the estimates adds to 0.9833. The corresponding restrictions for

the t. coefficients (eq. (2.6)) are, however, far from being satisfied.

Using equations (2.27) and (2.30), we have calculated the Engel

elasticities together with the approximate Slutsky elasticities° for

three different values of the real income, see table B.7of the table

annex. The extract given in table 7.3 shows that the single equation

estimates of the Engel elasticities for the five aggregated commodities

are very close to those obtained by simultaneous equation methods in

chapter VI. For the approximate Slutsky elasticities we observe large

differences for all commodities except II Clothing and footwear. The

single equation estimates of the approximate Slutsky elasticity of

I Food, beverages and tobacco must be rejected as implausible on a priori

grounds since this elasticity comes out with positive estimates for real

incomes up to ca. 90 000 Nkr (measured at 1974 prices), which is approxi-

mately twice the average real income in our sample.

At the disaggregated level - where S ii provides a better approxi-

mation to the Slutsky elasticity S..
ii

	the Cournot elasticity e
i

)

than in the aggregated case, since the budget shares are smaller (cf. eqs.

(2.28)-(2.30)) - we find 7 commodities with an estimated Slutsky elasti-

city greater than zero (within the income interval 30 000-100 000 Nkr):

1 Flour and bread, 2 Meat and eggs, 5 Dairy products, 14 Fuel and power,

17 Misc, household goods, 18 Medical care, and 24 Public entertainment

(see table B.7). In addition, for at least 3 commodity groups (9 Beve-

rages, 19 Motorcars, bicycles, and 26 Personal care) the estimates are

implausibly high in absolute value. The estimated Engel elasticities

seem on the whole more reasonable.

There may be several reasons why our attempts to estimate price

elasticities by single equation methods did not bring much success. In

the first place, there is a limited variation in the real prices in our

6) This interpretation of S!' . in eq. (2.30) is discussed in appendix A,
see text below eq. (A.9). 11



Commodity group
Real income, u

Single equation 	 Simultaneous equation
estimation 	 estimation

30 000 50 000 100 000 30 000 50 000 100 000

Engel elasticities (E i )

I Food, beverages and
tobacco 	

II Clothing and footwear
III Housing, fuel and

furniture 	
IV Travel and recreation
V Other goods and

services 	

I Food, beverages and
tobacco 	

II Clothing and footwear
III Housing, fuel and

furniture 	
IV Travel and recreation
V Other goods and

services 	

0.648 	 0.675 	 0.739 	 0.649 	 0.676 	 0.712
1.137 	 1.082 	 1.042 	 1.178 	 1.128 	 1.078

0.822 	 0.853 	 0.897 	 0.822 	 0.850	 0.893
1.482 	 1.316 	 1.227 	 1.448 	 1.289 	 1.162

1.184 	 1.115 	 1.062 	 1.240 	 1.168 	 1.100

Approximate direct SlutskY elasticities (St.)

0.333 	 0.130 	 -0.039 -0.128 -0.262 -0.452
-0.292 -0.579 	 -0.786 -0.366 -0.583 -0.764

-1.999 -1.765 	 -1.501 -0.206 -0.385 -0.593
-1.231 -1.136 	 -1.071 -0.487 -0.697 -0.842

-6.052 -4.081 	 -2.624 -0.394 -0.611 -0.783
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Table 7.3. Estimates of Engel elasticities and the approximate
direct Slutsky elasticities based on single equation esti-
mation, as compared with corresponding simultaneous equa-
tion estimates.a)
A priori restrictions: 8=1. All prices equal to their
sample means. No background variables included. (E ll (p)
unrestricted)

a) Confer tables A.7 and B 7 of the table annex.

data, covering the period 1975 - 1977 only. This is especially the case

for some of the disaggregated commodities (see BiOrn and Jansen (1980,

appendix 2)). Second, we have disregarded all cross-equational constraints

implied by the model. The effect of this neglect of a priori information

on the estimated price responses is probably reinforced by the limited

variation of the real prices in our data. (Confer in this connection our

general remarks on the modelization of price responses in section 2.1.)

7.3. Main estimation results when 8=0 is imposed a priori 

Imposition of the restriction 13=0 implies that the price variables

v. vanish from the budget share demand functions, and the model takes the

simple form (7.4), or

I log u 	'1(7.6) 	 w. = s. + a. 	 + b. -
iu 	 u (i=l ..... N),
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where

(7.7)

a. = a.(t.-s )
i i

b. = b (t.-s ) (i=l ..... N).

Its implicit expenditure functions are of a composite linear and semi-

logarithmic form. 7) Moreover, the model has the econometrically attrac-

tive property of being linear in the transformed coefficients s i , a., and

However, as pointed out in chapter 11 8) , $=0 implies that the

price index P underlying the complete demand model is a log- linear func-

tion of the commodity prices, whereas our approximative pre-selected

index P (as defined in (7.2)) is linear. Interpreted within the frame-

work of the Fourgeaud-Nataf class of models, this is, of course, a

theoretical inconsistency - and represents a stronger violation of the

basic specification than the simplification made in section 7.2.

Nevertheless, we think that, empirically, it is not very important,

considering the limited relative variation of the prices.

From (7.6) and (7.7) we observe that - unless additional a priori

restrictions are imposed 9) - the original coefficients a i , b i , and t i

(i=1,...,N) cannot be identified in this version of the model, since only

their products appear in the expressions for the composite coefficients

a. and b..

In the model to be estimated, we have chosen to introduce the

background variables by letting s i , a., and b ri depend Linearly on the

family size (n) and the age of the main income earner (A):

s. = s. 	 + s. n + s. A
1 	 10 	 in 	 IA '

(7.8) 	 a ti = a: 	 + a: n + a: A,
io 	 in

b. = b. + b. n +b . A
i 	 10 	 in 	 iA (i=l ..... N).   

7) Multiplication through (7.6) by u gives an equation expressing w iu =

v.x. = p.x./P (cf. (2.20)) as the sum of a linear and a log-linear function

of u. With constant prices, this implies a relation of the same form
between p ix i and y.

8) Cf. note 10 of that chapter.
9) For instance, the ones imposed when introducing background variables;
cf. below.
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In general, the model (7.6)-(7.8) is not equivalent to one which follows

by inserting (7.5) into (7.4). The latter model would imply quadratic

terms in the background variables, which the former does not. However,

if we introduce the additional restriction

(7.9) 	 a. = a. = b 	 = b
in 	 lA 	 in 	 iA

eqs. (7.4) and (7.5) may be written as

(i=1,...,N),

log u 
(7.10) w. =s 	 +s n+s A+ (t -s 	 -s n-s A) a.

io 	 in 	 iA 	 i 	 io 	 in 	 iA 	 io u

1
+ (t. -s 	 -s n-s A) b. — 	 (i=l ..... N).

io 	 in 	 iA 	 io u

The correspondence between the two models is then

a. = (t
i 	 o 	 o
-s

i
) a

i'10

a. 	 = -s. 	a.,
in 	 in

a. =-s.
-s iA a io'

(7.11)
1

b. = (t
i
-s

.1
	b

io'10

b
in 

= -s
in 

b
io'

1
b
iA 

= -s
iA 

b
io
	 (i=1,...,N).

It is easily seenthat the structuralcoefficients s io , s in , s i 	andA , aie 

b. in eq. (7.10) are 'overidentified'. Since we neglect the 'overiden-
io

tifying' restrictions (7.11) when estimating the model (7.6)-(7.8) by

single equation regression methods, it is not possible to establish a

one-to-one correspondence between our estimates and the 'original'

structural coefficients.

It may well be objected that, after all these modifications,

there is not much left of our original starting point, the Fourgeaud-

Nataf model in section 3.4. What is retained is essentially only the

s i coefficients and the functional form of income response in the demand

equations.

Since the transformed model is linear in the unknown coefficients

s io , s in , s iA , 	 b'in and b 'iA , the stepwise estimation
10	 in 	 iA 	 io
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procedure described in section 4.5 for obtaining maximum likelihood

estimates consists of repeated application of OLS estimation, condi-

tional on the value of p. The coefficient estimates in four different

model variants are reported in tables B.1, B.3, B.4, and B.5 of the

table annex. The estimates of the coefficients s in the variant with-

out background variables are very close to the analogous estimates in

section 7.2; i.e. it does not matter very much for the estimated asymp-

totic budget shares whether 8 is set equal to one or zero a priori, cf.

table 7.4. This conclusion agrees with the conclusion established in

section 6.6 on the basis of the simultaneous equation results that the

estimate of 8 is weakly correlated with the estimates of s. (Confer,

in particular, table 6.15.)

Table 7.4. 	 Estimates of the s. coefficients. 	 A comparison between
the model variants iwith 8=1 and 8=0. 	 No background
variables included

Commodity group
A priori restrictions

8=1 8=0

1. Flour and bread 	 0.0075 0.0077

2. Meat and eggs 	 0.0489 0.0497

3. Fish 	 0.0036 0.0036

4. Canned meat and fish 	 0.0006 0.0006

5. Dairy products 	 0.0092 0.0091

6. Butter and margarine 	 0.0004 0.0004

7. Potatoes and vegetables 	 0.0197 0.0198

8. Other food 	 0.0161 0.0158

9. Beverages 	 0.0279 0.0247

10. Tobacco 	 0.0050 0.0048

11. Clothing 	 0.0859 0.0826

12. Footwear 	 0.0261 0.0257

13. Housing 	 0.0809 0.0816

14. Fuel and power 	 -0.0012 -0.0022

15. Furniture 	 0.0669 0.0671

16. Household equipment 	 0.0306 0.0299

17. Misc , household goods 	 0.0124 0.0130

18. Medical care 	 0.0128 0.0121

19. Motorcars, bicycles 	 0.1508 0.1502

20. Running costs of vehicles 	 0.1282 0.1281

21. Public transport 	 0.0267 0.0285

22. PTT charges 	 0.0128 0.0131
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Table 7.4 (cont.). Estimates of the s. coefficients. A comparison
between the model r-ariants with 8=1 and 8=0.

-No background variables included

Commodity group
A priori restrictions

8=1 8=0

23. Recreation 	 0.0924 0.0926

24. Public entertainment 	 0.0184 0.0178

25. Books and newspapers 	 0.0101 0.0097

26. Personal care 	 0.0131 0.0136

27. Misc , 	goods and services 	 0.0360 0.0361

28. Restaurants, 	 hotels, 	 etc. 	 0.0415 0.0412

I	 Food, 	 beverages and tobacco 	 0.1357 0.1365

II 	 Clothing and footwear 	 0.1085 0.1063

III 	 Housing, fuel and furniture 	 0.1901 0.1902

IV 	 Travel and recreation 	 0.4657 0.4658

V 	 Other goods and services 	 0.0992 0.0988

7.4. Test of background variables 

A main conclusion in section 6.1 is that the number of household

members (n) is a significant background variable in the demand system at

the aggregated 5 commodity level, while the age of the head person (A)

is insignificant. This statement, considered as a summary characteriza-

tion, is interesting enough, but it may have limited appeal to a

practitioner. In this section, we perform similar tests for each of the

28 commodity groups to investigate how the above overall conclusion should

be qualified at the disaggregated level.

From the model variant with 8=0 (i.e. eqs. (7.6) - (7.3)), we

formulate the following four hypotheses:

H 	 : Both age (A) and number of persons (n) are significant

background variables.

H
A 

: Age (A) is insignificant: s iA = aiA =blA = O.

H
n 

: Number of persons (n) is insignificant:

s 	 = a. 	 = b. 	 =0.
in 	 in 	 in

HAn : Both age and number of persons are insignificant:

s iA = s in = aiA = ain = b iA = b in
=0.



H* :
Both A and n

HAn :

No background
variables

E
i
=a! =b! =0)
n in in

E =a! A =b! 
=,0)l 	 lA

Hn : Only A
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Figure 7.1. Testing scheme for background variables in the
single equation model
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These hypotheses are tested separately for each commodity group - both

the 28 disaggregated and the 5 aggregated ones - by means of the Likelihood

Ratio principle within the framework of a multiple testing scheme, as

illustrated in figure 7.1. The testing procedure is similar to that in

section 6.1, so we do not reproduce the details here. (Confer also

appendix E, section E.1.) 1°) Suffice it to say that since four subtests
are involved, with a 1 per cent level assigned to each of them, the total

level of significance - i.e. the probability of making at least one false

rejection - will have an upper bound of 4 per cent for each commodity

group.

A complete record of the test statistics and the final result are

given in table B.14 in the table annex. Table 7.5 summarizes the main

findings for the 28 commodity grouping. We find at least one significant

background variable for exactly half of the commodity groups. For four

commodities - including three food commodities and tobacco - both back-

ground variables are significant.

Table 7.5 also shows the sign of the effect on the estimated

budget shares by increasing the value of a significant background variable.

In general, the results seem plausible, and a closer look gives only some

minor surprises. The budget share of 10 Tobacco decreases with increasing

age, and family size comes out as a significant background variable for

all food commodity groups (groups 1-8) except 3 Fish (indicating that Nor-

wegian children do not fancy fish very much). Moreover, for all the food

commodities we find the same sign of the effect of the significant back-

ground variables on the estimated budget shares. We also notice that the

negative effect of increasing age on the budget share of 20 Running costs

of vehicles finds its counterpart in the positive effect for 21 Public

transport.

Neither do the five aggregated groups show a uniform picture when

tested on the basis of the single equation results. For group I Food,

beverages and tobacco and IV Travel and recreation, the number of household

members comes out as the only significant background variable, thus support-

ing the conclusion in section 6.1. (Confer the bottom section of table

B.14 in the table annex.) For group III Housing, fuel and furniture,

however, both variables are significant, whereas the budget shares for

II Clothing and footwear and V Other goods and services are not signifi-

cantly affected by the background variables at all.

So we may conclude that the overall analysis in section 6.1 conceal

a lot of interesting details in the demand structure.

10) Note, however, that these tests are conditional on the estimated value
of p.



Commodity group,
accepted hypotheSis

Effect on estimated budget shares of
increasing a significant background
variable
Number of persons
	 Age

n
	 A

H :  4 commodities

1 Flour and bread
5 Dairy products
8 Other food 	

10 Tobacco 	

H : 3 commodities 
-n
3 Fish 	
17 Misc, household goods 	
20 Running costs of vehicles

H
A 

: 7 commodities

2 Meat and eggs 	
4 Canned meat and fish 	
6 Butter and margarine 	
7 Potatoes and vegetables 	

15 Furniture 	
26 Personal care 	
28 Restaurants, hotels, etc 	

H
n 

or HA  : 1 commodity

21 Public transport
n

H :
-An-
The remaining 13 commodity groups ..
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Table 7.5. The preferred specification of background variables. a)
28 commodity groups

a) Based on the results from Likelihood Ratio tests of significance of
the background variables and the corresponding coefficient estimates.
See tables B.1, B.3, B.4, B.5, B.11, and B.14 in the table annex.

7.5. Individual disturbance components. Estimates and tests 

Perhaps the most striking results we have obtained from the

single equation analysis of the disaggregated commodity groups are the

estimates of p, the individual share of the total disturbance variance.

Our test of the simultaneous equation model in section 6.1 - and the

corresponding estimates reported in section 6.3 - indicated that indi-

vidual components are present, but gave little information of which

commodities contributed most to this result. It is to this question

that we now turn.
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Table 6.12 in the table annex contains single equation maximum

likelihood estimates of p when 8=0 for all the model variants con-

sidered. 11) We have performed Likelihood Ratio tests of the significance

of this parameter, confining attention to the equations including the

preferred specification of background variables
12) 

only. In appendix E,

we show that the statistic for testing p=0 against p*0 (o>0) is

-2 	 ^2
(7.12) - 2 log X = 2M{log 	 - log o - log(1-p )},

'■,2 	 -2
where a and G are the Maximum Likelihood estimate of the total distur-

bance variance 0 2 when p=0 and p*O, respectively, and P is the estimate of

p. This statistic is approximately distributed as X2 (1) under the null

hypothesis p=0. The results for all the 28 disaggregated and the 5 aggre-

gated groups are given in table B.15. 13) In table 7.6, we have recorded

the main findings for the disaggregated groups, ranking, for convenience,

the commodities by decreasing values of the estimate of p.

We observe that P is significantly different from zero at the

1 per cent level for all the 5 aggregated commodities, while 20 of

the 28 disaggregated commodities have a significant P at the 1 per cent

level and 2 additional commodities are significant at the 5 per cent

level. These 22 commodities account for about 85 per cent of the budget

of the average consumer. The 6 commodities for which no "individual

idiosyncrasies" can be detected are 15 Furniture, 12 Footwear, 27 Miscel-

laneous goods and services, 16 Household equipment, 18 Medical care, and

21 Public transport - all having an estimated ipl value less than 0.05.

For the last 2 commodities at least, this is somewhat unexpected. It

comes as no surprise, however, that we find commodity group 10 Tobacco

on the top of the list; not less than 70 per cent of the total disturbance

variance can be attributed to the individual component for this commodity.

In general, we find that food commodities have a high P. Nine of the 17

commodities with estimates exceeding 0.20 belong to the aggregated group

I Food, beverages and tobacco. But also recreational commodities as

24 Public entertainment, 25 Books and newspapers, 20 Running costs of

vehicles, and 28 Restaurants, hotels etc., as well as 13 Housing and

11 Clothing, occupy a high position on this ranking list.

11) Selected results for commodity groups 5 and 10 have been published
earlier, in Bjorn (1981a, section 6).
12) I.e. the specification which contains the significant background
variables. Cf. table 7.5.
13) The critical X 2 (1) value is 6.64 at the 1 per cent level, and 3.84
at the 5 per cent level.
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Table 7.6. Estimates of the individual share of the total disturbance
variance, ranked in descending order, and corresponding
Likelihood Ratio test statistics. a)
Based on preferred specification of background variables.
8=0.
28 commodity groups

Commodity group P -2 log X
b)

Preferred
specification
of background
variablese)

10. Tobacco 	 0.707 567.3 H*

3. 	 Fish 	 0.439 177.9 H
n

24. Public entertainment 	 0.424 164.7 HAn
25. Books and newspapers 	 0.420 161.9 HAn
1. Flour and bread 	 0.383 129.8 H*

5. Dairy products 	 0.369 121.4 H*

13. Housing 	 0.362 117.0 HAn
7. Potatoes and vegetables 0.333 97.3 H

A
9. Beverages 	 0.312 85.1 HAn

20. Running costs of
vehicles 	 0.296 76.7 H

n
28. 	 Restaurants, hotels, etc. 0.291 73.6 H

A
11. Clothing 	 0.287 71.9 HAn
17. Misc, household goods 	 0.255 56.1 H

n
8. Other food 	 0.251 53.7 H*

26. Personal care 	 0.250 53.3 H
A

6. Butter and margarine 	 0.238 48.8 H
A

2. Meat and eggs 	 0.217 40.1 H
A

4. Canned meat and fish 	 0.196 32.6 H
A

22. PTT charges 	 0.175 25.8 H
An

14. Fuel and power 	 0.108 9.6 H
An

23. Recreation 	 0.071 4.2 HAn
21. Public transport 	 0.049/0.050 2.01/2.05 HAor Hn

16. Household equipment 	 0.043 1.5 H
An

27. Misc, goods and services 0.035 1.0 HAn
18. Medical care 	 0.007 0.04 H

An
12. Footwear 	 -0.009 0.07 HAn
15. 	 Furniture 	 -0.009 0.06 HA

19. Motorcars, bicycles 	 -0.081 5.4 HAn

a) Extracted from tables 8.12, B.14, and B.15.
b) See appendix E, 	 section E.3.
c) Confer figure 7.1 and table 7.5.
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Commodity 19 Motorcars, bicycles takes the bottom position; its

estimated p is -0.08, which is significantly negative at the 5 per cent

level. This, of course, is no statistically meaningful result if inter-

preted as an estimate of the ratio between the variance of the individual

disturbance component and the variance of the total disturbance. But if

interpreted as an estimate of the coefficient of correlation between the

two disturbances from the same individual, the result is quite sensible:

For durables like motorcars, our maintained hypothesis of zero correlation

between the two disturbance components p ih and v iht is questionable; a

household which buys a new car in one year is unlikely to buy another one

the next year - a fact that suggests negative correlation as a more

reasonable hypothesis. As we noticed in section 3.2, the disturbances

Chi and c ih2 may well be negatively correlated if this possibility is

taken into account. That the negative correlation is not stronger can be

explained by the fact that the majority of households report no expenditure

at all on this item in any of the years. Note, incidentally, that the

other two commodities for which the estimated p is negative, 12 Footwear

and 15 Furniture, also have the basic characteristics of durables. This

supports the interpretation given above. 14)

The estimates of p may be influenced by the omission of some rele-

vant explanatory variables from the structural part of the model.
15)

Seasonal variables are notable examples. Since each household is obser-

ved in the same 14 days' period in both years, and no seasonals are

included in the model, one may say that we individualize the seasonal

variation. The estimated values of p for commodities which are known

to exhibit a pronounced seasonal pattern - e.g. 7 Potatoes and vegetables

and 24 Public entertainment (confer diagrams W7 and W24 in BiOrn and

Jansen (1980, pp. 88 and 105)) - should be interpreted with this in

mind.

On this background, it maybe rewarding to compare the estimates

of p for all specifications of background variables, reported in table

B.12. The table also includes the marginal estimates of p, i.e. the

coefficients of correlation between the observed budget shares from

the two sets of reports. (Column M in table B.12.) A priori, we should

14) It should be admitted, of course, that the static theory underlying
our model is not a particularly good theory for durables. If the dyna-
mics of the purchase pattern for these commodities were accounted for
(or if purchase figures were replaced by estimated service values), we
should expect the disturbances to behave in a more 'normal' way.
15) The problem is of the same nature as the problem with autocorrelated
disturbances that may be the consequence of omitting important cyclical
variables in a model estimated from pure time series data.
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expect that the estimated p would drop when we include further explana-

tory variables characterizing the household, e.g. the background variab-

les. This hypothesis is confirmed for some goods - 5 Dairy products and

1 Flour and bread - while others exhibit a different pattern. For a

commodity like 10 Tobacco the estimate of p is fairly stable - the lowest

P is indeed found in the marginal case - i.e. the variance of the indivi-

dual component of the total disturbance variance is reduced in approxi-

mately equal proportion to the reduction in the total disturbance variance.

7.6. Estimates of Engel elasticities based on single equation estimation
of model variants with 8=0 

Since the model variants with 8=0 imposed a priori imply that the

price variables v i vanish from the demand functions, the elasticity of wi

with respect to v. will be zero. This means that the approximate Slutsky
* i

elasticities S.. are constant and equal to -1 for all commodities. (Cf.il
eq. (2.30).) Besides, this value provides a first order approximation to

thedirectCournotelasticitysinceallestimatesoft.and IT. are small
J 	 .1

at the disaggregated level of classification (cf. eqs. (2.28) and (2.29)).

This is all we can say about the price responses in this case.

The Engel elasticities calculated from (7.6) are

s.0 + a!
(7.13) E. - i 	 i

is.u+ a!log u + b!
i 	 i 	 i

(i=1,...,N).

In table 7.7, we have recorded their estimated values for the 28 disagg-

regated commodity groups from the four model variants with 8=0 along with

the analogous results from the model variant with 8=1 (and no background

variables included). All estimates are evaluated at the approximate

sample mean values of the explanatory variables (u=50 000 Nkr, n=3 per-

sons, A=50 years, and all nominal prices set equal to their sample means).

We observe that the estimates from the model variants with no background

variables included (HAn ) and with 8=0 are almost identical to those ob-

tamed when 8 is set equal to 1. This means that the curvature assumed

for the price index function has a very slight effect on the Engel elasti-

cities. An analogous conclusion was obtained for the s i coefficients in

section 7.3.
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Table 7.7. Estimates of Engel elasticities for the 28 disaggregated
commodities, based on single equation estimation with
different specifications of background variables.a)
A priori restrictions: 8=0 or 8=1. u=50 000 Nkr, A=50 years
and n=3 persons (when included in the model variant).
p unrestricted

Model variant
b)

8=1 8=0
H
An

H
An

H 	 H 

0.509 0.513 0.248 	 0.429 0.242*
0.856 0.863 0.760* 	 0.870 0.773
0.540 0.541 0.513 	 0.663* 0.626
0.433 0.432 0.353* 	 0.499 0.435
0.492 0.486 0.136 	 0.379 0.133*
0.350 0.346 0.038* 	 0.268 0.019

0.629 0.631 0 • 454* 	 0.607 0.471
0.601 0.597 0.408 	 0.564 0.429*
1.092 1.028* 1.121 	 0.956 1.050
0.537 0.526 0.550 	 0.220 0.285*
1.066 1.046* 0.999 	 1.068 1.022
1.243 1.231* 1.136 	 1.198 1.120
0.855 0.859* 0.871 	 0.840 0.864
0.208 0.194* 0.082 	 0.219 0.145
1.227 1.229 1.328* 	 1.327 1.414
1.022 1.009* 1.007 	 1.060 1.036
0.684 0.703 0.674 	 0.846* 0.807
0.872 0.850* 0.922 	 1.167 1.125
1.756 1.751* 1.9241.875 1.960

1.365 1.364 1.307 	 1.208* 1.195
1.029 1.061 1.177* 	 1.069* 1.179
0.936 0.948* 1.238 	 1.086 1.277
1.258 1.260* 1.317 	 1.162 1.236
0.793 0.769* 0.780 	 0.804 0.760
0.701 0.687* 0.788 	 0.844 0.872
0.830 0.835 0.664* 	 0.769 0.666

1.569 1.572* 1.780 	 1.828 1.909

1.215 1.211 1.388* 	 1.108 1.260

B.9, and B.10, respectively, in the table

Commodity group

1. Flour and bread
2. Meat and eggs 	
3. Fish 	
4. Canned meat and fish 	
5. Dairy products 	
6. Butter and margarine 	
7. Potatoes and vege-

tables 	
8. Other food
9. Beverages 	
10. Tobacco 	
11. Clothing 	
12. Footwear 	
13. Housing 	
14. Fuel and power 	
15. Furniture 	
16. Household equipment 	
17. Misc , household goods
13. Medical care 	
19. Motorcars, bicycles 	
20. Running costs of

vehicles 	
21. Public transport 	
22. PTT cnarges 	
23. Recreation 	
24. Public entertainment 	
25. Books and newspapers 	
26. Personal care 	
27. Misc , goods and

services
28. Restaurants, hotels

etc

a) Cf. tables B.7, 8 .6, B.8,
annex.

b) HAn , HA, 1ln , and H* refer to the following hypotheses:

H* : Both n and A included.

HA : A excluded.

Hn : n excluded.

HAn : No background variables included.

An asterisk (*) indicates which hypothesis was accepted, confer table 7.4.
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On the other hand, introduction of background variables in the

model has a pronounced effect on the Engel elasticity estimates. This

is particularly the case for the family size variable, which, of course,

reflects the fact that the number of household members and total expen-

diture are positively correlated variables. When the former is omitted,

the estimated Engel elasticity will have the character of a "gross

elasticity" representing the joint effect of income and family size.

We conclude by giving some brief comments on the specific esti-

mates for selected commodities, confining attention to the hypothesis

which comes out as the preferred one from the significance test of back-

ground variables (marked with an asterisk (*) in table 7.7):

- All food commodities are necessities (Ed) and the individual

estimates include no implausibilities. The estimates for

3 Butter and margarine (0.038), 5 Dairy products (0.133) and

1 Flour and bread (0.242) are the lowest within this group,

whereas 2 Meat and eggs (0.760) and 3 Fish (0.663) come on

top.

- The estimated Engel elasticity for 10 Tobacco (0.285) is

relatively low as compared with findings from other studies,

confer our remarks in subsection 6.4.1 and the references

made there. However, the consumption pattern for tobacco in

Norway has undergone rapid changes during the 1970s 16) . Many

people have quitted smoking as a result of the public anti-

smoking campaign which has been launched by Norwegian health

authorities in that period. The conjecture that this campaign

has been more successful in the higher income brackets than in

the lower ones finds support in our Engel elasticity estimate.

- The commodity groups which distinguish themselves as 'luxuries'

(E 1>1) comprise such items as 19 Motorcars, bicycles (1.751),

27 Misc, goods and services, i.e. jewellery, watches, travel

goods, etc. (1.572), 28 Restaurants, hotels etc. (1.388),

15 Furniture (1.328), and 23 Recreation (1.260). All these

commodities have the common sense characteristics of luxuries.

16) See BiOrn and Jansen (1980, p.45).
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VIII. CONCLUSION

To our knowledge, this is the first study of its kind based on

cross-section/time-series data from household budget surveys. For us,

the challenge has been to solve - with data from individual households -

the problem of simultaneous FINE estimation of a complete demand system

incorporating demographic variables and a stochastic specification with

an error component structure. The solution is obtained by developing an

iterative step-wise algorithm which simplifies the numerical maximi-

zation of a relatively complex likelihood function.

The stochastic disturbance terms in the demand equations are

decomposed into two independent parts: an individual component and a

remainder. A main conclusion is that the unobservable individual factors

are significant explanatory variables, and for several commodities their

order of magnitude is substantial. No previous study has, as far as we

know, provided information of this kind.

The Fourgeaud-Nataf specification, which forms the basis of the

formulation of the structural part of our model, is shown to possess

several attractive properties for analyzing household budget data. First,

under certain conditions, it is compatible with utility maximization, and

it contains several interesting demand systems as special cases. Second,

from a computational point of view it is a major advantage with this model

that even if it admits non-linear Engel curves, it is parsimonious in

terms of the number of coefficients to be estimated. Third, it is easy to

incorporate demographic variables characterizing type of household into the

model structure.

This choice of parametrization is also motivated by our particular

data situation. With data spanning three years only, the relative varia-

tion of the prices is substantially less than that of the other explana-

tory variables. This is matched with the fact that the model offers a

fairly flexible treatment of income effects and a relatively restrictive

parametrization of the price responses - although less restrictive than,

say, the well known LES system. It is thus not surprising that the

coefficients characterizing price responses turn out to cause the most

serious estimation problems and that the model renders more reliable esti-

mates for the Engel elasticities than for the Cournot and Slutsky elasti-

cities.

A highly interesting by-product from the simultaneous equation

estimation is the implied estimates of the income flexibility. Our results

support Frisch's famous conjecture that its absolute value is a decreasing

function of income.
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The model incorporates two demographic background variables to

represent different types of households. The simultaneous estimation of

demand equations for 5 aggregated commodity groups discloses that the

first, the number of household members, is a significant explanatory

variable, whereas the second, the age of the main income earner, is not.

Although we regard the simultaneous FIML estimates of the demand

system for 5 aggregated commodities as our main result, we have also

found it worthwhile to exploit the detailed information in our data base

at a lower level of commodity aggregation. With 28 commodities, while

making use of single equation estimation methods, a considerably richer

and more differentiated picture of the demand structure emerges. A signi-

ficant part of the disturbance variance can be ascribed to individual

differences for the great majority of commodity groups, whereas at least

one of the background variables are significant for one half of the commo-

dities. The implied estimates of the demand elasticities are also inte-

resting and may have several practical applications. The Engel elastici-

ties, for instance, have already been used in updating the demand coeffi-

cients of the Norwegian medium term planning model MODIS IV, see Bjerkholt

and Longva (1980).

As is always the case with empirical studies, the investigators are

more or less forced to make a number of simplifying assumptions and to

treat some aspects oftheiranalysis less rigorously than others. Our

study is no exception:

- Our analysis is static, whereas the existence of durables calls

for a dynamic approach. A proper treatment of the demand for durable

goods should in some way or another pay regard to habit formation (e.g.

by including lagged real income, previous stocks or purchases, etc. as

explanatory variables). Apart from the increased complexity of the ana-

lytical problem that would follow, our data base hardly contains suffi-

cient information for extending the analysis in that direction.

- Zero-reporting is a serious problem attached to the use of

individual reports as the data base for demand analysis, in particular

at a detailed level of commodity classification. This problem is dis-

cussed in Biorn and Jansen (1980, pp. 34-37) in the context of testing

the marginal distributions of the budget shares for normality. These

tests indicated significant deviations from normality. This fact and

its possible harmfull effects are not pursued in the present analysis.

- There are several relevant modifications of the stochastic

specification of our model which we had to disregard in this study. A

priori, good reasons could be given for relaxing the assumption of zero
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correlation between the individual disturbance components and the struc-

tural variables included. Omitted background variables (like seasonals),

for instance, may cause correlation between the individual disturbance

term and the specified explanatory variables and hence violate one of

the basic assumptions of our model.

These problems definitely deserve further research. Research

directed more systematically towards the utilization of estimation results

from error component models for practical prediction purposes may also be

rewarding. Finally, an augmentation of the data base along the 'time

dimension', i.e. including data for a longer time span than three years

will tend to extend the variation of the relative prices and thus increase

the chances of getting more reliable estimates of the price responses.
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LIST OF SYMBOLS AND NOTATIONAL CONVENTIONS

Important variables and coefficients have a common notation in

the main text and in appendices A, D, and E of this study. In the following

list, reference is made to the section in which a particular symbol first

occurs.

Section

A 	 age of the main income earner in the household 	 3.1

a 	 coefficient of log u in the income response function
C(u) 	 2.3

ao 	 constant term in the linear demographic translating
of the coefficient a 	 3.1

an 	coefficient of n in the linear demographic translating
of the coefficient a 	 3.1

aA 	 coefficient of A in the linear demographic translating
of the coefficient a 	 3.1

a! 	 transformed coefficient, equal to a(t i -s i ) 	 7.3
i

a io' a in' coefficients in the linear demographic translating
of the coefficient a. 	 7.3aiA

i

b 	 constant term in the income response function C(u) 	 2.3

ho 	 constant term in the linear demographic translating
of the coefficient b 	 3.1

b
n 	

coefficient of n in the linear demographic translating
of the coefficient b 	 3.1

b
A 	

coefficient of A in the linear demographic translating
of the coefficient b 	 3.1

b' 	 transformed coefficient, equal to b(t-s
i

) 	 7.3
i 	 i

b
io'

b
in' coefficients in the linear demographic translating1

b. 	 of the coefficient b' 	 7.3
lA 	 i

C, C(u) 	 value of the income response function in the
Fourgeaud-Nataf model 	 2.2

E
n 	

n x n matrix with all elements equal to one 	 3.2

E. 	 Engel elasticity of commodity i 	 2.4
i

E. 	 partial elasticity of the budget share of commodity 	 Appendix
iu i with respect to real income 	 A

E. 	 partial elasticity of the budget share of commodity 	 Appendix
iv

i with respect to own real price 	 A

e.. 	 Cournot elasticity of commodity i with respect to
ij

the price of commodity j 	 2.4

g 	 short-hand expression for the non-constant part
of the log-likelihood function, i.e. logiQl+e'S -2 -l e 	 4.1
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Section

h 	 subscript for household number 	 3.2

I
n 	

n x n identity matrix 	 3.2

subscripts for commodity group 	 2.2

number of households 	 3.2

N 	 number of commodities 	 2.2

n	 family size, i.e. number of household members 	 3.1

P 	 total price index (function) 	 2.2

approximation to P, used for single equation
estimation of the model 	 7.1

P
ht 	

total price index in the period when household h
gives its t'th report 	 3.4

Pi 	 price (index) of commodity i 	 2.2

iht 	
price of commodity i in the period when household hP
gives its t'th report 	 3.4

short-hand expression for the quadratic form e'C l e
in the log-likelihood function 	 4.1

Slutsky elasticity of commodity i with respect toij
the price of commodity j 	 2.4

S.. 	 approximate direct Slutsky elasticity of commodity i 	 2.4

s. commodity specific structural coefficient in the
Fourgeaud-Nataf model (the asymptotic budget share
of commodity i) 	 2.2

s i 	constant term in the linear demographic translatingo
of the coefficient s i 	3.1

s in 	coefficient of n in the linear demographic translating
of the coefficient s i 	3.1

siA 	 coefficient of A in the linear demographic translating
of the coefficient s

i

	3.1

subscript for number of report 	 3.2

t. weight of commodity i in the price index function 	 2.2

total real income (consumption expenditure) 	 2.2

uht 	 total real income, household h, report t 	 3.4

V,V* 	 indirect utility function expressed in terms
of nominal expenditure and nominal prices 	 2.2
(V = log V*)

v. 	 real price of commodity i 	 2.2

v iht 	 real price of commodity i, in the period when
household h gives its t'th report 	 3.4

W,W* 	 indirect utility function expressed in terms
of real expenditure and real prices 	 2.2
(W = log W*)

2NM x 1 vector of observations of budget shares 	 4.1

wi	budget share of commodity i 	 2.2

\Tr. 	 average budget share of commodity i 	 6.2

wiht 	 budget 
share of commodity i, household h, report t 	 3.4

X . 	 quantity consumed of commodity i 	 2.2

Y 	 total nominal value of consumption expenditure 	 2.2

short-hand expression for the matrix of observations
on exogenous variables 	 4.1
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4.1

2.2

3.2

3.2

3.2

3.2

structural coefficient of the Fourgeaud-Nataf model

Kronecker delta (6.. = 1 for i=j, 0 otherwise)

2NM x 1 vector of all disturbance terms

vector of disturbance terms from household h

vector of disturbance terms for commodity i,
household h

a 	 short-hand expression for the vector of structural
demand coefficients

a..
li

Eh
E.

E iht

nh

A

A

ih

v iht

ff.

O

E

E

E

E..

2

G.ij

cr?.

tr(u)

a
a,

disturbance term for commodity i, household h,
report t

2N x 1 vector of transformed residuals from
household h

value of the likelihood function

Likelihood Ratio

household-specific component in the disturbance
term of commodity i

component of the disturbance term for commodity i,
household h and report t, which is not due to indi-
vidual differences (remainder component)

elasticity of the price index function with respect
to the price of commodity i

individual part in the variance of the disturbance
term in the single equation case

'total' N x N covariance matrix (=E +E )

N x N matrix with typical element

N x N matrix with typical element GY.

2 x 2 matrix equal to qj E 2 + 	 12

variance of the disturbance term in the single
equation case

covariance between the disturbance terms of commodity
i and commodity j

covariance between the individual components of the
disturbances of commodity i and commodity j

covariance between the remainder components of the
disturbance terms of commodity i and commodity j

auxiliary function in the indirect utility function V

2MN x 2MN complete covariance matrix of the vector

2N x 2N . covariance matrix of the vector e h

the Frisch parameter, i.e. the income flexibility

3.2

4.3

4.1

Appendix E

3.2

3.2

2.2

4.5

4.3

3.2

3.2

3.2

4.5

3.2

3.2

3.2

2.2

3.2

3.2

2.4
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TABLE ANNEX 
* )

Part A. Simultaneous equation estimation of the complete 5 commodity
model.

Part B. Single equation estimation of the model (28+5 commodity
groups).

*) The aggregated commodities are, for typographical reasons, numbered
by Arabic numerals (1,2,...,5) in part A of this table annex. In part
B, we use Arabic numerals (1,2,...,28) for the disaggregated commodities
and Roman numerals (1,11 ..... V) for the aggregated ones.
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Table A.1. FIML estimates of model coefficients with different specifications of
background variables • a)

A priori restrictions: 6=1, t1E[0,1] (i=1,2,...,5)

a) Note that the unit of measurement for real income is 10 000 Nkr.
b) The result is identical with the corresponding alternative in table A.2, i.e.
none of the restrictions on the t coefficients are effective.
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Tabell A.1 (cont.). FEAL estimates of model coefficients with different specifi-
cations of background variables.a)
A priori restrictions: 	 S=1, tiE[0,1] (1=1,2,...,5)

a) See note a, page 161.
b) See note b, page 161.
c) In optimum.
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1.0316 1.2697
(0.9789) (0.8955)

-0.0225 0.0365
(0.1337) (0.1270)

0.1221 0.1218 0.0822 0.0896 0.1089 0.1078
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Table A.2. FIM estimates of model coefficients with different specifications
of background variables.a)
A priori restriction: 	 6=1 (t 1 ,.. .,t5 unrestricted)

a) See note a, table A.1.



164

Table A.2 	 (cont.). FINL estimates of model coefficients with different specifi-
cations of background variables. a)
A priori 	 restriction: 	 3=1 	(t 1 ,..., t 5 unrestricted)

Coeffi-
cient

Both n and A Only n Only A
No background

variables
E
unrestr.

E =0 E
U

unrestr.
E =0

j
E
unrestr.

E =0
J

u
unrestr.

E =0
1-1

b.10
2 7.0317 5.9858 6.6136 4.8510

n (5.5645) (5.2988) (5.4029) (4.7536)

b.10
2 0.0065 -0.0519 -0.1603 -0.1484

A (0.1285) (0.1233) (0.2472) (0.2945)

1.0039 1.0421 1.0527 1.2791 0.3644 0.3315 0.3609 0.4690
t
1 (0.7182) (0.8265) (0.8049) (1.2108) (0.1017) (0.0503) (0.2751) (0.5430)

0.0087 -0.0085 0.0071 -0.0338 0.0851 0.0885 0.0859 0.0631
t
2 (0.0959) (0.1230) (0.1009) (0.1664) (0.0164) (0.0101) (0.0441) (0.1036)

0.4694 0.4905 0.4709 0.5475 0.2944 0.2792 0.2948 0.3548
t
3 (0.2182) (0.2617) (0.2259) (0.3558) (0.0496) (0.0280) (0.1272) (0.2809)

-0.4279 -0.4429 -0.4748 -0.6750 0.1909 0.2305 0.1936 0.0701
t
4 (0.7093) (0.7916) (0.7917) (1.1641) (0.1155) (0.0585) (0.3117) (0.6181)

-0.0541 -0.0812 -0.0559 -0.1178 0.0652 0.0703 0.0648 0.0430
t
5 (..) (..) (..) (..) (..) (..) (..)

8 1 1 1 1 1 1 1 1

No. 	 of
free
coef. 22 22 16 16 16 16 10 10

log A 2865.9 2799.0 2863.6 2795.6 2821.1 2750.2 2818.1 2747.8

a) See note a, table A.1.



8=1;
ti unrestricted

8 unrestricted;
tiC[0,1]Coeffi-

cient

s 2o

s 30

s 4o

s 50

a
o

b o

t
i

t
2

t
3

t
4

t
5

8

No. of
free
coef. b

log A

8 and ti
unrestricted

unrest-
ricted

E =0
1-1

E
ulirest-
ricted

E =0
E
unrest-
ricted

E =0

0.1368 0.1572 0.1367 0.1570 0.1366 0.1568
(0.0148) (0.0137) (0.0148) (0.0137) (0.0148) (0.0137)

0.1175 0.1183 0.1176 0.1186 0.1177 0.1187
(0.0087) (0.0079) (0.0087) (0.0079) (0.0087) (0.0079)

0.1882 0.1894 0.1882 0.1895 0.1880 0.1894
(0.0132) (0.0123) (0.0132) (0.0123) (0.0132) (0.0123)

0.4486 0.4270 0.4486 0.4269 0.4488 0.4273
(0.0184) (0.0170) (0.0184) (0.0170) (0.0184) (0.0171)

0.1089 0.1081 0.1089 0.1080 0.1089 0.1078
(..) (..) (..) (..) (..)

0.3954 0.2746 0.4459 0.3976 0.7786 0.4754
(0.2736) (0.1373) (0.0482) (0.0502) (0.9373) (0.8148)

0.6597 0.4828 0.7421 0.6932 1.2872 0.8268
(0.4415) (0.2266) (0.0380) (0.0381) (1.5268) (1.3948)

0.5687 0.6820 0.5198 0.5182 0.3609 0.4690
(0.2997) (0.2710) (0.0248) (0.0269) (0.2751) (0.5430)

0.0553 0.0231 0.0628 0.0549 0.0859 0.0631
(0.0503) (0.0593) (0.0160) (0.0167) (0.0441) (0.1036)

0.4103 0.5041 0.3830 0.3968 0.2948 0.3548
(0.1668) (0.1664) (0.0203) (0.0225) (0.1272) (0.2809)

-0.0602 -0.2080 0 0 0.1936 0.0701
(0.3661) (0.3304) (..) (..) (0.3117) (0.6181)

0.0259 -0.0012 0.0344 0.0301 0.0648 0.0430
( . . ) (..) (..) (..) (..) (..)

2.2666
(1.8093)

2.9298
(1.2466)

2.0556
(1.3241)

2.1213
(1.5975)

1 1

11 11 10 10 10 10

2818.3 2748.2 2818.3 2748.0 2818.1 2747.8
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Table A.3. FIML estimates of model coefficients with different restric-
tions on 8 and t i .a ) No background variables included

a) See note a, table A.1.
b) In optimum.
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Table A.4. FIML estimates of the 'total' disturbance covariance matrix E and the
'individual' matrix E v .

A priori restrictions: 6=1, tiE[0,1]

Both n and A included

;P -10 2
il

i I

1 2 3 4 5

1 1.386
2 -0.113 0.867
3 -0.365 -0.196 1.936
4 -0.794 -0.481 -1.159 2.776
5 -0.114 -0.077 -0.216 -0.342 0.749

i i

1 2 3 4 5

1
2
3
4
5

0.550
-0.011
-0.127
-0.358
-0.054

0.212
-0.016
-0.142
-0.043

0.348
-0.240
0.035

0.823
-0.083 0.145

Only n included

i I

1 2 3 4 5

1 1.397
2 -0.112 0.867
3 -0.376 -0.196 1.940
4 -0.795 -0.482 -1.151 2.771
5 -0.114 -0.077 -0.217 -0.343 0.751

;P .10 2
il

i i

1 2 3 4 5

1
2
3
4
5

0.562
-0.007
-0.143
-0.358
-0.054

0.212
-0.015
-0.146
-0.044

0.351
-0.228
0.035

0.816
-0.084 0.147

Only A included

.•'10
2

a l

i

1 2 3 4 5

1 1.555
2 -0.112 0.869
3 -0.412 -0.201 1.938
4 -0.884 -0.480 -1.120 2.810
5 -0.147 -0.076 -0.205 -0.326 0.754

P.'	 10 2

i

1 2 3 4 5

1
2
3
4
5

0.643
-0.001
-0.166
-0.390
-0.086

0.213
-0.020
-0.149
-0.043

0.351
-0.215
0.050

0.827
-0.073 0.152

No background variables included

i
1 2 3 4 5

1 1.563
2 -0.113 0.870
3 -0.416 -0.199 1.937
4 -0.885 -0.481 -1.114 2.803
5 -0.149 -0.077 -0.208 -0.323 0.757

-10 2
lj

1 2 3 4 5

1 0.643
2 -0.002 0.214
3 -0.177 -0.017 0.349
4 -0.378 -0.151 -0.203 0.802
5 -0.086 -0.044 0.048 -0.070 0.152
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Table A.5. FIMI estimates of the disturbance covariance matrix E when
all individual disturbance components are omitted (E li =0).
A priori restrictions: 6=1, t.E[0,1].

The figures reported are âii.1 102

Both n and A included

i i

1 2 3 4 5

1 1.382
2 -0.112 0.866
3 -0.365 -0.195 1.935
4 -0.791 -0.482 -1.159 2.774
5 -0.114 -0.077 -0.216 -0.342 0.749

Only n included

i i

1 2 3 4 5

1 1.396
2 -0.111 0.867
3 -0.379 -0.195 1.937
4 -0.792 -0.483 -1.147 2.765
5 -0.114 -0.078 -0.216 -0.343 0.751

Only A included

i
1 2 3 4 5

1 1.551
2 -0.112 0.869
3 -0.413 -0.201 1.935
4 -0.879 -0.480 -1.116 2.801
5 -0.147 -0.076 -0.205 -0.326 0.754

No background variables included

i

1 2 3 4 5

1 1.559
2 -0.113 0.870
3 -0.416 -0.199 1.936
4 -0.880 -0.481 -1.114 2.799
5 -0.150 -0.077 -0.207 -0.324 0.758
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Table A.6. Correlation matrix of model coefficient estimates.
No background variables included. E unrestricted

(i) I and t i  unrestricted

s ol s 2o s 3o s 4o 	
a
o 	

bo
1

t
2

t
3

1
4

(3

s lo
+1.000

s 2o
-0.162 +1.000

s 30 -0.018 -0.180 +1.000

s 4o
-0.612 -0.181 -0.537 +1.000

a
o

-0.119 +0.043 -0.081 +0.118 +1.000

b
o

-0.046 +0.024 -0.044 +0.053 +0.992 +1.000

t
1

-0.007 -0.015 +0.051 -0.023 -0.986 -0.996 +1.000

t 2 -0.015 -0.238 +0.000 +0.111 +0.928 +0.937 -0.941 +1.000

t
3

+0.054 -0.003 -0.063 +0.000 -0.977 -0.986 +0.976 -0.924 +1.000

t
4

-0.015 +0.040 -0.011 -0.008 +0.987 +0.997 -0.995 +0. 9 25 -0.989 +1.000

+0.029 -0.006 +0.030 -0.038 -0.587 -0.594 +0.548 -0.482 +0.658 -0.598 +1.000

(ii) 	 8 unrestricted, t 4:0

s lo s2o s3o s4o
a
o

bo t
1

t
2

t3

s lo
+1.000

s 2o
-0.161 +1.000

s 30 -0.018 -0.180 +1.000

s 4o
-0.612 -0.181 -0.537 +1.000

a
o

-0.641 +0.024 -0.422 +0.765 +1.000

b
o

-0.349 -0.204 -0.387 +0.712 +0.614 +1.000

t
1

-0.211 +0.241 +0.390 -0.307 -0.239 -0.473 +1.000

t
2

-0.002 -0.690 +0.026 +0.296 +0.230 +0.467 -0.564 +1.000

t
3

+0.258 +0.243 -0.494 -0.043 -0.024 -0.076 -0.596 -0.133 +1.000

+0.023 +0.020 +0.020 -0.043 -0.020 -0.076 -0.579 +0.264 +0.576 +1.000
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Table A.6 (cont.). Correlation matrix of model coefficient estimates.
No background variables included. C unrestricted

P

(iii) 9=1 ., t i unrestricted

s
lo s2o

s3o s4. ao b
o 1

t
3

t
4

s lo

s 2o
s 30

s 4o
a
o

b o
t
1

t
2

t
3

t
4

+1.000

-0.162

-0.018

-0.612

-0.060

-0.017

+0.015

-0.018

+0.025

-0.018

+1.000

-0.180

-0.180

+0.008

-0.004

+0.004

-0.044

+0.006

+0.001

+1.000

-0.537

-0.029

-0.008

+0.011

-0.003

-0.011

-0.005

+1.000

+0.058

+0.019

-0.020

+0.033

-0.014

+0.014

+1.000

+0.997

-0.997

+0.990

-0.996

+0.997

+1.000

-0.999

+0.993

-0.998

+0.999

+1.000

-0.993

+0.998

-0.999

+1.000

-0.992

+0.991

+1.000

-0.999 +1.000
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Table A.7. Estimates of Engel elasticities 	 different values of real
income and background variables.
A priori restrictions: 	 8=1. 	 All prices are set equal to their
sample means

Case n=3, A=50 u=50 000, A=50 	 u=50 000, n=3
Back-
ground
variab-
les

Rest-
ric-
tions
on ti

u=
30 000

u=
50 000

u=
100 000

n=1 n=3 	 n=5 	 A=30 A=50 A=70

Commodity 1 Food, beverages and tobacco

n,A 0<til 0.504 0.527 0.594 0.514 0.527 	 0.540 	 0.471 0.527 0.579
n,A None 0.511 0.532 0.597 0.555 0.532 	 0.519 	 0.494 0.532 0.567
n Ot.f-1 0.507 0.535 0.608 0.543 0.535 	 0.534
n None 0.510 0.536 0.606 0.576 0.536 	 0.510
A None 0.628 0.644 0.703 - 	 0.620 0.644 0.699
None None 0.649 0.676 0.712

Commodity 2 Clothing and footwear

n,A 1.211 1.144 1.084 1.085 1.144 	 1.216 	 1.147 1.144 1.140
n,A None 1.200 1.137 1.081 1.095 1.137 	 1.185 	 1.142 1.137 1.133
n 0a.n_ 1.204 1.138 1.080 1.081 1.138 	 1.210
n None 1.191 1.131 1.077 1.088 1.131 	 1.177
A None 1.195 1.142 1.087 - 	 1.169 1.142 1.117
None None 1.178 1.128 1.078

Commodity 3 Housing, fuel and furniture

n,A 0.851 0.881 0.920 0.953 0.881 	 0.770 	 0.894 0.881 0.868
n,A None 0.847 0.877 0.916 0.933 0.877 	 0.796 	 0.883 0.877 0.869
n 0.853 0.884 0.922 0.951 0.884 	 0.783
n None 0.853 0.884 0.922 0.936 0.884 	 0.811
A None 0.817 0.842 0.884 - 	 0.856 0.842 0.827
None None 0.822 0.850 0.893

Commodity 4 Travel and recreation

n,A 1.575 1.341 1.181 1.230 1.341 	 1.477 	 1.361 1.341 1.322
n,A None 1.564 1.338 1.180 1.226 1.338 	 1.473 	 1.349 1.338 1.327
n (31t.1 1.571 1.336 1.177 1.222 1.336 	 1.479
n None 1.563 1.334 1.177 1.219 1.334 	 1.474
A None 1.536 1.314 1.177 - 	 1.349 1.314 1.281
None None 1.448 1.289 1.162

Commodity 5 	 Other goods and services

n,A 1.382 1.243 1.135 1.171 1.243 	 1.324 	 1.253 1.243 1.234
n,A None 1.374 1.240 1.134 1.161 1.240 	 1.334 	 1.253 1.240 1.228
n 1.368 1.233 1.129 1.162 1.233 	 1.312
n None 1.354 1.227 1.127 1.148 1.227 	 1.321
A None 1.249 1.177 1.107 - 	 1.150 1.177 1.194
None None 1.240 1.168 1.100

a) Based on the final estimates of the model coefficients, when E is
1-1unrestricted.
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Table A.8. Estimates of Engel elasticities 	 for different values of real
income and background variables.
A priori restrictions: 	 13=1. 	 Own price is reduced by 15 per cent,
other prices are set equal to their sample meansb)

Case n=3, A=50 u=50 000, A=50 	 u=50 000, n=3
Back-
ground
variab-
les

Rest-
ric-
tions
on ti

u=
30 000

u=
50 000

u=
100 000

n=1 n=3 n=5 	 A=30 A=50 A=70

n,A 0.513

Commodity

0.537 	 0.606

1 	 Food,

0.522

beverages and tobacco

0.537 	 0.553 	 0.479 0.537 0.592
n,A None 0.511 0.532 0.597 0.555 0.532 0.518 	 0.494 0.532 0.567
n 0.516 0.547 0.620 0.553 0.547 0.546
n None 0.509 0.535 0.605 0.575 0.535 0.509
A None 0.645 0.665 0.724 - 	 0.639 0.665 0.691
None None 0.670 0.699 0.763

Commodity 2 	 Clothing and footwear

n,A 1.244 1.164 1.095 1.101 1.164 1.242 	 1.168 1.164 1.159
n,A None 1.202 1.139 1.082 1.096 1.139 1.187 	 1.144 1.139 1.134
n 1.237 1.158 1.091 1.096 1.158 1.236
n None 1.193 1.132 1.077 1.089 1.132 1.179
A None 1.264 1.187 1.112 -	 1.218 1.187 1.158
None None 1.245 1.171 1.102

Commodity 3 	 Housing, fuel and furniture

n,A 0.879 0.905 0.936 0.970 0.905 0.797 	 0.917 0.905 0.892
n,A None 0.863 0.891 0.926 0.943 0.891 0.813 	 0.897 0.891 0.883
n Ot.il 0.881 0.907 0.939 0.968 0.907 0.811
n None 0.869 0.897 0.931 0.946 0.897 0.828
A None 0.852 0.874 0.910 - 	 0.890 0.874 0.858
None None 0.858 0.882 0.918

Commodity 4 	 Travel and recreation

n,A 1.575 1.341 1.181 1.230 1.341 1.477 	 1.361 1.341 1.322
n,A Noie 1.489 1.301 1.163 1.203 1.301 1.417 	 1.311 1.301 1.291
n Ot.1 1.571 1.336 1.177 1.222 1.336 1.479
n None 1.483 1.295 1.159 1.195 1.295 1.413
A None 1.548 1.347 1.192 -	 1.387 1.347 1.311
None None 1.510 1.321 1.177

Commodity 5 	 Other goods and services

n,A (21t..1 1.401 1.253 1.140 1.177 1.253 1.339 	 1.264 1.253 1.243
n,A None 1.352 1.228 1.128 1.153 1.228 1.316 	 1.240 1.228 1.216
n 0a..1 1.388 1.244 1.135 1.169 1.244 1.329
n None 1.333 1.215 1.121 1.141 1.215 1.303
A None 1.315 1.218 1.129 - 	 1.195 1.218 1.229
None None 1.304 1.207 1.121

a) Based on the final estimates of the model coefficients, when E is
unrestricted.
b) For commodity i, p.=15. (j+i) and p.=17) -0.15 (j=i), where T is the sample

J
mean of commodity price j.
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Table A.9. 	 Estimates of budget shares 	 different values of real income
and background variables.
A priori restrictions: 	 E=1.	 All prices are set equal to their
sample means

Case n=3, A=50 	 u=50 000, A=50 	 u=50 000, n=3
Back-
ground
variab-
les

Rest-
ric-
tions
on ti

u=
30 000

u= 	 u=
50 000 	100 000

	n=1	 n=3 	 n=5 	 A=30 	 A=50 A=70

Commodity 1 	 Food, beverages and tobacco
(Sample mean of budget shares: 	 29.75)

n,A Ot.i. 31.36 24.46 	 18.00 	 18.75 	 24.46 	 29.75 	 23.69 24.46 25.33
n,A Noné 31.06 24.29 	 17.92 	 18.97 	 24.29 	 29.49 	 23.58 24.29 25.06
n 0<t.<1 31.30 24.48 	 18.16 	 19.08 	 24.48 	 29.55
n Noné 31.03 24.29 	 18.01 	 19.24 	 24.29 	 29.26
A None 30.87 25.60 	 20.38 	 - 	 26.32 25.60 24.95
None None 30.47 25.62 	 20.91

Commodity 2 	 Clothing and footwear
(Sample mean of budget shares:	 9.30)

n,A 0<t.'1 9.02 9.86 	 10.66 	 9.08 	 9.86 	 10.42 	 9.63 9.86 10.10
n,A Noné 9.09 9.90 	 10.66 	 9.27 	 9.90 	 10.42 	 9.69 9.90 10.11
n 0a.1 9.05 9.87 	 10.63 	 9.13 	 9.87 	 10.37 	 - -
n Noné 9.13 9.90 	 10.62 	 9.33 	 9.90 	 10.37 - -
A None 9.12 9.93 	 10.74 	 - 	 - 	 - 	 9.98 9.93 9.84
None None 9.20 9.94 	 10.66 	 - 	 - 	 - - -

Commodity 3 	 Housing, fuel and furniture
(Sample mean of budget shares: 	 25.81)

n,A 0<t.<1 26.43 24.68 	 23.04 	 27.62 	 24.68 	 22.45 	 25.71 24.68 23.61
n,A Noné 26.37 24.56 	 22.87 	 27.30 	 24.56 	 22.19 	 25.60 24.56 23.51
n C,ti1 26.32 24.60 	 23.01 	 27.10 	 24.60 	 22.78
n None 26.20 24.50 	 22.92 	 26.87 	 24.50 	 22.47
A None 26.19 23.99 	 21.82 	 - 	 24.95 23.99 22.94
None None 26.10 24.00 	 21.95

Commodity 4 	 Travel and recreation
(Sample mean of budget shares: 	 27.12)

n,A Ot.<1
1 -

25.50 32.01 	 38.10 	 34.53 	 32.01 	 29.35 	 32.36 32.01 31.59
n,A None 25.76 32.24 	 38.33 	 34.57 	 32.24 	 29.77 	 32.51 32.24 31.94
n 25.59 32.05 	 38.04 	 34.50 	 32.05 	 29.37
n Noné 25.84 32.29 	 38.30 	 34.54 	 32.29 	 29.86
A None 25.93 31.69 	 37.38 	 - 	 30.64 31.69 32.69
None None 26.33 31.69 	 36.88

Commodity 5 	 Other goods and services
(Sample mean of budget shares: 	 8.03)

n,A Clt.51 7.68 8.98 	 10.20 	 10.02 	 8.98 	 8.01 	 8.61 8.98 9.37
n,A Noné 7.72 9.01 	 10.22 	 9.89 	 9.01 	 8.14 	 8.63 9.01 9.39
n Ot.51 7.74 9.00 	 10.16 	 10.19 	 9.00 	 7.91 - -
n Non é 7.79 9.02 	 10.16 	 10.02 	 9.02 	 8.04 	 - - -
A None 7.89 8.79 	 9.69 	 - 	 - 	 8.11 8.79 8.79
None None 7.90 8.76 	 9.60 	 - 	 - - -

a) Based on the final estimates of the model coefficients, when E is
unrestricted.
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Table A.10. Estimates of Engel elasticities for different values of real
income, different price sets and different restrictions on
the t i coefficients. No background variables included,
8 and E are unrestricted a priori

Case 	 Real income

Price seta) Restrictions on ti 	 u=30 000 	 u=50 000 u=100 000

P
1

P
2

P
1

P2

Commodity 1 	 Food, beverages and tobacco

0t.1 0.649 	 0.677 	 0.742

Citil 	 0.677 	 0.707 	 0.771

None 	 0.649 	 0.677 	 0.743

None 	 0.676 	 0.706 	 0.770

Commodity 2 	 Clothing and footwear

P
1 0...ti:S1 	 1.177 1.126 1.077

P
2 (:)-til 	 1.227 1.159 1.095

P I None 	 1.175 1.125 1.077

P
2

None 	 1.217 1.153 1.092

Commodity 3 	 Housing, fuel and furniture

P 1 Otil 	 0.823 0.851 0.894

P
2

0t.il 	 0.871 0.894 0.927

P
1 None 	 0.823 0.851 0.894

P
2

None 	 0.872 0.895 0.927

Commodity 4 	 Travel and recreation

P
1

0.tif.1 	 1.444 1.286 1.161

P2 (i)til 	 1.444 1.286 1.161

P
1

None 	 1.444 1.286 1.160

P
2 None 	 1.453 1.291 1.163

Commodity 5 	 Other goods and services

P
1

Otin 	 1.240 1.168 1.100

P
2 O'ti'l 	 1.278 1.191 1.113

P1
None 	 1.240 1.167 1.100

P
2

None 	 1.267 1.184 1.109

a) The following abbreviations are used:

P
1 

- all prices equal to sample means.
P
2 

- own price is reduced by 15 per cent, other prices equal
means.

to sample
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Table A.11. Cournot elasticities e.. derived from Fin estimates of the
ij

model with no background variable.
A priori restrictions: 8=1 (t 1 ,...,t 5 and E p unrestricted).

All prices equal to sample means

Commodity i Commodity j

1 2 3 	 4 5

(i) u=30 000 Nkr

1 -0.322 -0.043 -0.151 	 -0.098 -0.035

2 -0.302 -0.432 -0.236 	 -0.154 -0.054

3 -0.229 -0.050 -0.385 	 -0.117 -0.041

4 -0.358 -0.078 -0.279 	 -0.669 -0.064

5 -0.315 -0.069 -0.245 	 -0.160 -0.451

(ii) u=50 000 Nkr

-0.416 -0.034 -0.120 	 -0.078 -0.028

2 -0.203 -0.627 -0.158 	 -0.103 -0.036

3 -0.173 -0.038 -0.520 	 -0.088 -0.031

4 -0.220 -0.048 -0.172 	 -0.809 -0.040

5 -0.207 -0.045 -0.161 	 -0.105 -0.648

(iii) u=100 000 Nkr

1 -0.560 -0.024 -0.084 	 -0.055 -0.019

2 -0.117 -0.790 -0.091 	 -0.059 -0.021

3 -0.112 -0.024 -0.680 	 -0.057 -0.020

4 -0.119 -0.026 -0.093 	 -0.903 -0.021

5 -0.117 -0.026 -0.092 	 -0.060 -0.806
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Table A.12. Cournot elasticities eii derived from FIML estimates of the
model with A as background variable.
A priori restrictions: 8=1 (t 1,...,t 5 and E unrestricted).
All prices equal to sample means

Commodity i Commodity j

1 2 3 4 5

-0.346

(i)

-0.035

u=50 000,

-0.127

A=30

-0.082 -0.030

2 -0.238 -0.586 -0.184 -0.118 -0.043

3 -0.196 -0.042 -0.485 -0.097 -0.035

4 -0.262 -0.056 -0.202 -0.781 -0.047

5 -0.235 -0.051 -0.182 -0.117 -0.567

(ii) u=50 000, A=50

-0.382 -0.034 -0.122 -0.078 -0.028

2 -0.215 -0.616 -0.166 -0.107 -0.039

3 -0.181 -0.039 -0.500 -0.090 -0.032

4 -0.235 -0.051 -0.181 -0.805 -0.042

5 -0.219 -0.047 -0.169 -0.109 -0.633

(iii) u=50 000, A=70

-0.420 -0.032 -0.115 -0.074 -0.027

2 -0.193 -0.644 -0.149 -0.096 -0.035

3 -0.165 -0.036 -0.515 -0.082 -0.029

4 -0.210 -0.045 -0.162 -0.828 -0.038

5 -0.201 -0.043 -0.155 -0.100 -0.695
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Table A.13. Cournot elasticities e.• derived from FIML estimation of the
model with n as backgrôdnd variable.
A priori restrictions: 6=1 (t1 .....t 5 and E p unrestricted).
All prices equal to sample means

Commodity i Commodity j

1 2 3 4 5

(i) u=50 000, n=1

1 -0.587 -0.001 -0.095 0.095 0.012

2 -0.101 -0.992 -0.043 0.043 0.005

3 -0.138 -0.001 -0.864 0.059 0.007

4 -0.070 -0.000 -0.030 -1.121 0.004

5 -0.087 -0.001 -0.037 0.037 -1.061

(ii) u=50 000, n=3

1 -0.547 -0.002 -0.104 0.104 0.013

2 -0.148 -0.990 -0.063 0.063 0.008

3 -0.187 -0.001 -0.785 0.080 0.010

4 -0.116 -0.001 -0.049 -1.174 0.006

5 -0.133 -0.001 -0.057 0.057 -1.088

(iii) u=50 000, n=5

1 -0.522 -0.002 -0.110 0.111 0.014

2 -0.200 -0.988 -0.085 0.085 0.011

3 -0.232 -0.001 -0.690 0.099 0.012

4 -0.174 -0.001 -0.074 -1.234 0.009

5 -0.187 -0.001 -0.080 0.080 -1.133
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Table A.14. Cournot elasticities e ii derived from FIML estimates of the
model with n as background variable.
A priori restrictions: 	 8=1 	 and 	0t i 51 	 (i=1,...,5).
unrestricted. 	 All prices equal to sample means

Commodity i Commodity j

1 2 	 3 	 4 5

(i) u=50 000, n=1

1 -0.430 -0.016 	 -0.089 	 0.000 -0.007

2 -0.135 -0.862 	 -0.077 	 0.000 -0.006

3 -0.141 -0.014 	 -0.789 	 0.000 -0.007

4 -0.130 -0.013 	 -0.074 	 -1.000 -0.006

5 -0.132 -0.013 	 -0.075 	 0.000 -0.942

(ii) u=50 000, n=3

1 -0.416 -0.017 	 -0.094 	 0.000 -0.008

2 -0.188 -0.833 	 -0.107 	 0.000 -0.009

3 -0.179 -0.018 	 -0.678 	 0.000 -0.008

4 -0.196 -0.020 	 -0.111 	 -1.000 -0.009

5 -0.192 -0.019 	 -0.109 	 0.000 -0.913

(iii) u=50 000, n=5

1 -0.407 -0.018 	 -0.101 	 0.000 -0.008

2 -0.250 -0.805 	 -0.142 	 0.000 -0.012

3 -0.205 -0.020 	 -0.548 	 0.000 -0.010

4 -0.279 -0.028 	 -0.158 	 -1.000 -0.013

5 -0.261 -0.026 	 -0.148 	 0.000 -0.876
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Table A.15. Cournot elasticities eii derived from FTML estimates of the
model with n and A as .6ackground variables.
A priori restrictions: 	 9=1. 	(t1,... ,t5 and E p unrestricted.)
All prices equal to sample means

Commodity i Commodity j

1 2 	 3 4 5

(i) u=30 000, A=50, 	 n=3

1 -0.512 -0.002 	 -0.137 0.124 0.017

2 -0.222 -0.980 	 -0.099 0.090 0.012

3 -0.265 -0.002 	 -0.701 0.107 0.014

4 -0.178 -0.001 	 -0.079 -1.315 0.010

5 -0.201 -0.002 	 -0.090 0.081 -1.162

(ii) u=50 000, A=50, n=3

1 -0.533 -0.002 	 -0.109 0.098 0.013

2 -0.152 -0.987 	 -0.068 0.061 0.008

3 -0.191 -0.002 	 -0.771 0.077 0.010

4 -0.122 -0.001 	 -0.054 -1.167 0.007

5 -0.136 -0.001 	 -0.061 0.055 -1.097

(iii) u=100 000, A=50, n=3

1 -0.598 -0.001 	 -0.077 0.070 0.009

2 -0.089 -0.993 	 -0.040 0.036 0.005

3 -0.118 -0.001 	 -0.851 0.048 0.006

4 -0.072 -0.001 	 -0.032 -1.080 0.004

5 -0.080 -0.001 	 -0.036 0.032 -1.050



179

Table A.16. Cournot elasticities e.. derived from FIMI, estimates of the
model with n and A as Lackground variables.
A priori restrictions: 	 8=1 and 0<ti<1 	 (i=1,...,5).	 (E
restricted.) 	 All prices equal to sample means

un-

Commodity i Commodity j

1 2	 3	 4 5

(i)	 u=30 000 . A=50, n=3

1 -0.355 -0.020	 -0.119	 0.000 -0.009

2 -0.292 -0.739	 -0.167	 0.000 -0.013

3 -0.250 -0.024	 -0.565	 0.000 -0.011

4 -0.336 -0.033	 -0.191	 -1.000 -0.015

5 -0.313 -0.031	 -0.178	 0.000 -0.860

(ii)	 u=50 000, A=50, n=3

-0.406 -0.017	 -0.097	 0.000 -0.007

2 -0.192 -0.834	 -0.109	 0.000 -0.008

3 -0.182 -0.018	 -0.673	 0.000 -0.008

4 -0.199 -0.019	 -0.113	 -1.000 -0.009

5 -0.196 -0.019	 -0.111	 0.000 -0.917

(iii) u=100 000, A=50,	 n=3

1 -0.505 -0.012	 -0.070	 0.000 -0.005

2 -0.109 -0.909	 -0.062	 0.000 -0.005

3 -0.114 -0.011	 -0.790	 0.000 -0.005

4 -0.106 -0.010	 -0.060	 -1.000 -0.005

5 -0.107 -0.010	 -0.061	 0.000 -0.957

(iv) u-50 000, A=30, n=3

1 -0.344 -0.018	 -0.102	 0.000 -0.008

2 -0.203 -0.819	 -0.116	 0.000 -0.009

3 -0.194 -0.019	 -0.672	 0.000 -0.009

4 -0.211 -0.021	 -0.120	 -1.000 -0.009

5 -0.206 -0.020	 -0.118	 0.000 -0.908

(v) u= 50 000, A=50, n=3

1 -0.406 -0.017	 -0.097	 0.000 -0.007

2 -0.192 -0.834	 -0.109	 0.000 -0.008

3 -0.182 -0.018	 -0.673	 0.000 -0.008

4 -0.199 -0.019	 -0.113	 -1.000 -0.009

5 -0.196 -0.019	 -0.111	 0.000 -0.917
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Table A.16 (cont.). Cournot elasticities eij derived from FIML estimates of
the model with n and A as background variables.
A priori restrictions: 8=1 and Ot.fl (i=1,...,5).
E unrestricted. All prices equal io sample means

Commodity i
Commodity j

1 2 3 4 5

(vi) u=50 000, A=70, n=3

1 -0.466 -0.016 -0.091 0.000 -0.007

2 -0.181 -0.848 -0.104 0.000 -0.008

3 -0.171 -0.017 -0.673 0.000 -0.008

4 -0.188 -0.018 -0.107 -1.000 -0.008

5 -0.185 -0.018 -0.105 0.000 -0.925

(vii) u=50 000, A=50, n=1

-0.391 -0.017 -0.097 0.000 -0.008

2 -0.142 -0.856 -0.081 0.000 -0.006

3 -0.149 -0.015 -0.783 0.000 -0.007

4 -0.134 -0.013 -0.077 0.000 -0.006

5 -0.137 -0.013 -0.078 0.000 -0.942

(viii) u=50 000, A=50, n=3

1 -0.406 -0.017 -0.097 0.000 -0.007

2 -0.192 -0.834 -0.109 0.000 -0.008

3 -0.182 -0.018 -0.673 0.000 -0.008

4 -0.199 -0.019 -0.113 -1.000 -0.009

5 -0.196 -0.019 -0.111 0.000 -0.917

(ix) u=50 000, A=50, n=5

1 -0.414 -0.017 -0.101 0.000 -0.008

2 -0.251 -0.811 -0.143 0.000 -0.011

3 -0.203 -0.020 -0.538 0.000 -0.009

4 -0.278 -0.027 -0.159 -1.000 -0.012

5 -0.262 -0.026 -0.149 0.000 -0.887
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Table A.17. Cournot elasticities eii derived from FIMI, estimates of the
model with no background variables.
A priori restrictions: None. (6, t l , t 2 ,. ..,t5 and Z 1.1 un-
restricted.) All prices equal to sample means

Commodity i Commodity j

1 2 3 4 5

(i). u=30 000 Nkr

1 -0.135 -0.061 -0.489 0.071 -0.035

2 -0.360 -0.598 -0.234 0.034 -0.016

3 -0.623 -0.050 -0.179 0.058 -0.029

4 -0.160 -0.013 -0.104 -1.159 -0.007

5 -0.312 -0.025 -0.203 0.029 -0.728

(ii) u=50 000 Nkr

1 -0.253 -0.050 -0.403 0.058 -0.029

2 -0.243 -0.736 -0.158 0.023 -0.011

3 -0.474 -0.038 -0.361 0.044 -0.022

4 -0.109 -0.009 -0.071 -1.093 -0.005

5 -0.208 -0.017 -0.135 0.020 -0.826

(iii) u=100 000 Nkr

1 -0.436 -0.036 -0.292 0.042 -0.021

2 -0.141 -0.851 -0.092 0.013 -0.006

3 -0.309 -0.025 -0.574 0.029 -0.014

4 -0.063 -0.005 -0.041 -1.048 -0.003

5 -0.119 -0.010 -0.078 0.011 -0.904
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Table A.18. Cournot elasticities eii derived from FIMI, estimates of the
model with no background variables.
A priori restrictions: None. 	 (8, t l , t2 ..... t 5 , and Eu un-
restricted.) u=50 000 Nkr

Commodity i Commodity j

1
	

2 	 3 	 4 	 5

(i) Price of commodity 1 is reduced by 15 percent,
all other prices are equal tosample means

2

3

4

5

-0.228

-0.227

-0.445

-0.090

-0.192

-0.057

-0.699

-0.048

-0.010

-0.021

-0.455

-0.196

-0.349

-0.078

-0.167

0.066

0.028

0.056

-1.111

0.024

-0.032

-0.014

-0.027

-0.006

-0.799

(ii) Price of commodity 2 is reduced by 15 per
cent, all other prices are equal to sample means

2

3

4

5

-0.257

-0.222

-0.483

-0.110

-0.212

-0.037

-0.796

-0.029

-0.006

-0.013

-0.410

-0.145

-0.360

-0.071

-0.138

0.059

0.021

0.045

-1.094

0.020

-0.029

-0.010

-0.022

-0.005

-0.824

(iii) Price of commodity 3 is reduced by 15 per
cent, all other prices are equal to sample means

-0.288

-0.281

-0.486

-0.116

-0.239

-0.058

-0.711

-0.039

-0.009

-0.019

-0.342

-0.135

-0.392

-0.056

-0.115

0.067

0.026

0.046

-1.104

0.022

-0.033

-0.013

-0.022

-0.005

-0.809

1

2

3

4

5

(iv) Price of commodity 4 is reduced by 15 per
cent, all other prices are equal to sample means

2

3

4

5

-0.250

-0.238

-0.465

-0.017

-0.205

-0.049

-0.739

-0.038

- -0.009

-0.017

-0.396

-0.155

-0.363

-0.076

-0.133

0.042

0.017

0.032

-1.045

0.014

-0.028

-0.011

-0.021

-0.005

-0.828

(v) Price of commodity 5 is reduced by 15 per
cent, all other prices are equal to sample means

1

2

3

4

5

-0.051 	 -0.407 	 0.059 	 -0.022-0.255

-0.245

-0.479

-0.109

-0.195

-0.735

-0.039

-0.009

-0.016

-0.160

-0.360

-0.071

-0.127

0.023

0.045

-1.093

0.018

-0.009

-0.017

-0.004

-0.865
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Table A.19. Cournot elasticities e. derived from FIML estimates of the
model with no background variables.
A priori restrictions: 0ti.s1 (i=1,...,5). 	 (8 and E p unres-
tricted.) All prices equal to sample means

Commodity i Commodity j

1 2 3 4 5

(i) u=30 000 Nkr

1 -0.120 -0.064 -0.423 0.000 -0.042

2 -0.373 -0.529 -0.250 0.000 -0.025

3 -0.545 -0.056 -0.185 0.000 -0.037

4 -0.242 -0.025 -0.162 -1.000 -0.016

5 -0.352 -0.035 -0.229 0.000 -0.635

(ii) u=50 000 Nkr

1 -0.242 -0.053 -0.348 0.000 -0.035

2 -0.251 -0.691 -0.168 0.000 -0.017

3 -0.415 -0.042 -0.366 0.000 -0.028

4 -0.156 -0.016 -0.104 -1.000 -0.010

5 -0.226 -0.023 -0.152 0.000 -0.766

(iii) u=100 000 Nkr

-0.428 -0.038 -0.251 0.000 -0.025

2 -0.145 -0.825 -0.097 0.000 -0.010

3 -0.271 -0.028 -0.577 0.000 -0.018

4 -0.087 -0.009 -0.058 -1.000 -0.006

5 -0.129 -0.013 -0.086 0.000 -0.871
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Table B.1. Coefficient estimates for the model specification without
background variables.a) 	 I

A priori restrictions: 9=0, sin=5 iA=a iu=a iA=b iu=b iA=0.
w.

= s 	 log u 	ID , 1i + a i  u
lu

Commodity group
b.

0.01196 	 0.00494 	 0.03456 	 0 	 0.02103
1. Flour and bread 	 0.00766 0.01285 0.04067 0.462 0.02107

(0.00267) (0.00473) (0.00385)

0.04949 0.02972 0.02639 0 0.06221

2. Meat and eggs 	 0.04971 0.02920 0.02614 0.225 0.06221

(0.00787) (0.01439) (0.01125)

0.00376 0.01996 0.01896 0 0.02210

3. Fish 	 0.00357 0.01941 0.01983 0.453 0.02211

(0.00280) (0.00497) (0.00404)

0.00079 0.00774 0.00896 0 0.00889

4. Canned meat and fis 0.00056 0.00799 0.00938 0.200 0.00889

(0.00112) (0.00205) (0.00160)

0.01132 0.02188 0.05419 0 0.02424

5. Dairy products 	 . 0.00911 0.02366 0.05886 0.473 0.02427

(0.00307) (0.00542) (0.00443)

0.00093 0.01018 0.01657 0 0.00996
6. Butter and margarin 0.00035 0.01112 0.01749 0.262 0.00996

(0.00126) (0.00230) (0.00181)

7. Potatoes and 0.02203 0.03779 0.05223 0 0.03960

vegetables 	
0.01980

(0.00505)

0.03935

(0.00912)

0.05709

(0.00725)

0.334 0.03963

0.01808 0.02151 0.05131 0 0.03069
8. Other food 	 0.01579 0.02518 0.05492 0.284 0.03070

(0.00390) (0.00709) (0.00559)

0.02711 0.00013 -0.00967 0 0.03468

9. Beverages 	 0.02474 0.00374 -0.00580 0.312 0.03469

(0.00441) (0.00800) (0.00634)

0.00974 0.00517 0.01671 0 0.02648
10. Tobacco 	 0.00475 0.01247 0.02503 0.720 0.02654

(0.00305) (0.00507) (0.00444)

0.08261 0.00952 -0.02434 0 0.07915
11. Clothing 	 0.08262 0.00876 -0.02388 0.287 0.07915

(0.01006) (0.01828) (0.01442)

0.02560 -0.01268 -0.01379 0 0.03968
12. Footwear 	 0.02566 -0.01283 -0.01385 -0.009 0.03968

(0.00478) (0.00892) (0.00677)

0.08455 0.03830 0.04282 0 0.10123

13. Housing 	 0.08156 0.04301 0.04760 0.362 0.10123

(0.01289) (0.02321) (0.01855)

-0.00232 0.04328 0.10378 0 0.03100
14. Fuel and power 	 -0.00220 0.04221 0.10420 0.108 0.03100

(0.00385) (0.00711) (0.00547)

a) Asymptotic standard errors of estimates are given in parentheses.
The unit of measurement of real income is 10 000 Nkr.
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Table B.1 (cont.). Coefficient estimates for the model specification
without background variables. a)

,11,

A priori restrictions: 8=0, si n=siA=ain=a iA=b in=b iA=0.
/ log u 	T1

wi = s i + ai u + b i u

Commodity group
s. a. b

i E

0.06712 -0.02126 -0.04562 0 0.07315
15. Furniture 	 0.06711 -0.02125 -0.04562 0.003 0.07315

(0.00884) (0.01649) (0.01253)

0.03006 -0.00664 0.00240 0 0.05606
16. Household equipment 0.02988 -0.00614 0.00254 0.043 0.05606

(0.00685) (0.01274) (0.00973)

17. Misc, household 0.01262 0.01560 0.02507 0 0.03611

goods 	 0.01304 0.01401 0.02502 0.269 0.03611
(0.00459) (0.00835) (0.00657)

0.01225 0.00940 0.00642 0 0.04695
18. Medical care 	 0.01213 0.00973 0.00653 0.007 0.04695

(0.00569) (0.01060) (0.00806)

0.15508 -0.15785 -0.17400 0 0.11971
19. Motorcars, bicycles 0.15019 -0.15012 -0.16623 -0.081 0.11972

(0.01409) (0.02642) (0.01991)

20. Running costs of
vehicles 	

0.13163
0.12812

-0.07618
-0.07054

-0.11453
-0.10900

0
0.311

0.09213
0.09214

(0.01173) (0.02125) (0.01684)

0.02772 0.00142 -0.00711 0 0.05406
21. Public transport 	 0.02849 -0.00017 -0.00808 0.058 0.05406

(0.00664) (0.01232) (0.00942)

0.01094 0.00938 0.00361 0 0.05594
22. PTT charges 	 0.01309 0.00548 0.00052 0.175 0.05595

(0.00703) (0.01292) (0.01002)

0.09373 -0.04645 -0.06102 0 0.08419
23. Recreation 	 0.09257 -0.04457 -0.05920 0.071 0.08419

(0.01036) (0.01923) (0.01473)

0.01200 0.04272 0.02181 0 0.05366
24. Public entertainment 0.01709 0.03113 0.01607 0.424 0.05369

(0.00682) (0.01216) (0.00984)

0.00893 0.02432 0.01986 0 0.04456
25. Books and newpapers 0.00967 0.02356 0.01842 0.420 0.04456

(0.00566) (0.01010) (0.00817)

0.01414 0.01390 0.00630 0 0.02302
26. Personal care 	 0.01364 0.01358 0.00785 0.258 0.02302

(0.00292) (0.00532) (0.00418)

27. Misc, 	 goods and
services 	

0.03625
0.03613
(0.00585)

-0.03193
-0.03170
(0.01089)

-0.03508
-0.03493
(0.00830)

0
0.035

0.04797
0.04797

28. Restaurants,
hotels, 	 etc. 	

0.04187
0.04121

-0.01387
-0.01328

-0.02680
-0.02544

0
0.314

0.05448
0.05448

(0.00693) (0.01256) (0.00995)

a) 	 See note a, 	 page 184.



Commodity group
S. 	 a. 	 b

i
	 a 

E

I Food, beverages
and tobacco 	

II Clothing and
footwear 	

III Housing, fuel and
furniture 	

IV Travel and
recreation 	

V Other goods and
services 	

0.15521 	 0.15902 	 0.27021 	 0 	 0.12495

0.13645 	 0.18401 	 0.30315 	 0.409 	 0.12516

(0.01592) 	 (0.02845) 	 (0.02294)

0.10821 	 -0.00316 	 -0.03813 	 0 	 0.09316

0.10628 	 0.00101 	 -0.03581 	 0.248 	 0.09316

(0.01181) 	 (0.02155) 	 (0.01690)

0.19203 	 0.06928 	 0.12846 	 0 	 0.13914

0.19016 	 0.07218 	 0.13148 	 0.181 	 0.13914

(0.01749) 	 (0.03214) 	 (0.02496)

0.44003 	 -0.20264 	 -0.31138 	 0 	 0.16720

0.46577 	 -0.24695 	 -0.34990 	 0.292 	 0.16739

(0.02129) 	 (0.03866) 	 (0.03053)

0.10452 	 -0.02250 	 -0.04916 	 0 	 0.08704

0.09883 	 -0.00986 	 -0.04255 	 0.211 	 0.08707

(0.01099) 	 (0.02013) 	 (0.01570)
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Table B.1 (cont.). Coefficient estimates for the model specification

	

without background variables.a) 	 , 	 I 	 I
A priori restrictions: 8=0, sin=s iA=ain=aiA=bin=biA=0.

log u 	b ,

w. = s + a.
iiiu	 u

a) See note a, page 184.
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Table B.2. Coefficient estimates for the model specification with no
background variables included.a )

A priori restrictions: 8=1. s i s. =a. =a. 	 b. =0.A

1 	 1 ii 	1

Commodity group
S. a i b. t. o

E

1. Flour and bread
0.008
(0.003)

0.822
(1.739)

2.508
(5.291)

0.025
(0.036)

0.458 0.02102

2. Meat and eggs 	
0.049
(0.008)

2.287
(2.047)

2.095
(1.822)

0.058
(0.011)

0.224 0.06212

3. Fish 	 0.004 -7.862 -8.063 0.001 0.454 0.02211
(0.003) (9.007) (8.901) (0.002)

4. Canned meat and 0.0006 -29.921 -35.345 0.0003 0.200 0.00889
fish 	 (0.0011) (77.041) (88.665) (0.0008)

5. Dairy products 	 .
0.009
(0.003)

1.059
(0.705)

2.554
(1.595)

0.030
(0.014)

0.482 0.02388

6. Butter and 0.0004 -13.582 -21.355 -0.0005 0.261 0.00995
margarine 	 (0.0013) (52.509) (80.638) (0.0021)

7. Potatoes and 0.020 -1.478 -2.119 -0.007 0.332 0.03961
vegetables 	 (0.005) (1.423) (1.743) (0.021)

8. Other food 	
0.016 -1.937 -4.278 0.003 0.283 0.03069
(0.004) (1.181) (2.039) (0.005)

9. Beverages 	 0.028 -3.670 -13.701 0.027 0.305 0.03457
(0.004) (6.261) (8.182) (0.004)

10. Tobacco 	 0.005 -4.134 -8.660 0.002 0.720 0.02653
(0.003) (5.106) (9.379) (0.003)

11. Clothing 	 0.086 -0.152 2.342 0.078 0.288 0.07916
(0.010) (1.495) (3.161) (0.018)

12. Footwear 	
0.026 -2.764 -3.053 0.032 -0.008 0.03963
(0.005) (2.511) (2.859) (0.009)

13. Housing 	 0.081 -5.190 -5.761 0.076 -0.361 0.10113
(0.013) (4.590) (4.725) (0.016)

14. Fuel and power .
-0.001 -44.345 -115.852 -0.003 0.122 0.03092
(0.004) 140.386 (379.735) (0.007)

15. Furniture 	 0.067 -0.586 -1.278 0.104 0.002 0.07314
(0.009) (2.562) (5.635) (0.163)

16. Household 0.031 -7.952 1.231 0.032 0.043 0.05603
equipment 	 (0.004) (8.548) (5.453) (0.004)

17. Misc, household 0.012 13.483 23.298 0.013 0.274 0.03605
goods 	 (0.005) (11.460) (15.004) (0.004)

18. Medical care 	
0.013
(0.006)

12.353
(20.900)

7.158
(12.986)

0.013
(0.005)

0.010 0.04694

19. Motorcars, 0.151 -1.576 -1.741 0.244 -0.083 0.11969
bicycles 	 (0.014) (3.545) (3.919) (0.215)

20. Running costs of 0.128 0.089 0.137 -0.695 0.310 0.09211
vehicles 	 (0.012) (1.592) (2.458) (14.847)

a) Asymptotic standard errors of estimates are given in parentheses. The
unit of measurement of real income is 10 000 Nkr.
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Table B.2 (cont.). Coefficient estimates for the model specification with
no background variables included.a)
A priori restrictions: 8=1 , s i s. =a. =a. 	 b. =0.A

wi = s i + 	 (t iv i-s i )(a i log u + b i )/u

Commodity group
s. a. b. ti

21. Public transport
0.027
(0.005)

1.099
(4.117)

-1.889
(3.257)

0.028
(0.009)

0.055 0.05405

22. PTT charges 	
0.013
(0.005)

-9.669
(10.136)

-1.592
(6.934)

0.014
(0.006)

0.176 0.05592

23. Recreation 	
0.092
(0.010)

-0.338)
(1.806)

-0.448
(2.405)

0.233
(0.743)

0.071 0.08418

24. Public enter- 0.018 10.183 4.965 0.023 0.427 0.05366
tainment 	 (0.007) (8.277) (4.483) (0.007)

25. Books and 0.010 -14.270 -10.506 0.008 0.423 0.04456
newspapers 	 (0.006) (13.422) (10.160) (0.005)

26. Personal care 	
0.014
(0.003)

-23.473
(19.472)

-14.412
(12.632)

0.012
(0.003)

0.261 0.02301

27. Misc, goods and 0.036 -0.557 -0.615 0.089 0.036 0.04796
services 	 (0.006) (3.825) (4.227) (0.376)

28. Restaurant, 0.042 -1.047 -1.994 0.053 0.313 0.05447
hotels, 	 etc. 	 (0.007) (2.231) (4.256) (0.030)

I Food, beverages 0.136 1.921 3.135 0.225 0.412 0.12500
and tobacco 	 (0.016) (1.845) (2.960) (0.090)

II Clothing and 0.108 0.203 2.015 0.094 0.248 0.09316
footwear 	 (0.011) (1.069) (3.080) (0.031)

III Housing, 	 fuel 0.190 -1.783 -3.256 0.152 0.182 0.13913
and furniture 	 (0.018) (3.092) (5.437) (0.070)

IV Travel and 0.466 0.377 0.535 -0.193 0.292 0.16738
recreation 	 (0.021) (1.412) (1.997) (2.496)

V Other goods and 0.099 -2.205 -9.379 0.100 0.207 0.08696
services 	 (0.011) (3.762) (9.060) (0.014)

a) See note a, page 187 ,
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Table B.3. Coefficient estimates for the model specification with family
size as the only background variable.a )

A priori restrictions: 8=0. s i a =b! =0.li 

1
w. = s. + s. n + (a! +a! 

n) log u
 + (b! +b! n) -

io 	 in 	 io in 	 lo in 	 u

Commodity group 2 	 2 	 2 	 1	 2 	 2 	 2
s.•10s.0a!'10a.•10 	 b. 	 '10 	 b! 	 . 10
io 	 in 	 io 	 in 	 lo 	 in

1.098 -0.228 -1.350 0.831 1.624 1.393 0
1. Flour and bread 0.629 -0.148 -0.269 0.550 1.975 1.452 0.433

(0.554) (0.169) (0.880) (0.442) (0.792) (0.293)

1.811 0.528 4.250 0.589 6.006 -0.643 0
2. Meat and eggs . 1.877 0.579 4.334 0.324 5.626 -0.495 0.217

(1.701) (0.520) (2.771) (1.386) (2.433) (0.899)

1.544 -0.449 -0.062 1.013 0.726 0.315 0
3. Fish 	 1.908 -0.390 0.222 0.774 0.693 0.433 0.450

(0.610) (0.186) (0.097) (0.487) (0.873) (0.323)

4. Canned meat
and fish 	

-0.181
-0.199

0.124
0.113

1.299
1.253

-0.429
-0.377

0.684
0.715

0.231
0.238

0
0.196

(0.242) (0.074) (0.395) (0.197) (0.346) (0.128)

0.912 -0.542 -1.777 2.414 3.425 1.735 0
5. Dairy products 0.914 -0.515 -1.575 2.205 3.227 1.874 0.393

(0.600) (0.183) (0.959) (0.482) (0.859 (0.318)

6. Butter and
margarine 	

-0.223
-0.262
(0.268)

-0.008
-0.008
(0.082)

0.681
0.744
(0.436)

0.271
0.274
(0.218)

1.550
1.596
(0.384)

0.263
0.267
(0.142)

0
0.238

7. Potatoes and
vegetables 	

0.624
0.731
(1.078)

0.152
0.089
(0.329)

3.375
3.102
(1.735)

0.493
0.473
(0.871)

5.048
4.579
(1.543)

0.976
1.372
(0.571)

0
0.333

1.320 -0.167 0.430 0.927 3.704 1.324 0
8. Other food 	 0.986 -0.071 1.181 0.592 3.854 1.421 0.264

(0.824) (0.252) (1.336) (0.669) (1.179) (0.436)

3.794 -0.147 -0.153 -0.317 -1.831 0.006 0
9. Beverages 	 3.235 -0.081 0.441 -0.363 -1.212 0.023 0.299

(0.959) (0.293) (1.549) (0.776) (1.372) (0.507)

1.238 0.289 2.102 -2.114 -1.018 1.478 0
10. Tobacco 	 0.473 0.153 1.983 -0.978 1.021 0.862 0.710

(0.665) (0.202) (0.996) (0.504) (0.947) (0.350)

6.138 0.320 1.925 0.949 1.813 -1.724 0
11. Clothing 	 6.539 0.057 0.365 2.010 2.069 -1.977 0.293

(2.192) (0.670) (3.544) (1.777) , (3.137) (1.160)

1.572 0.045 -1.335 1.187 1.658 -1.419 0
12. Footwear 	 1.538 0.039 -1.391 1.207 1.642 -1.419 -0.019

(1.031) (0.315) (1.711) (0.850) (1.473) (0.542)

9.356 -0.398 2.460 1.622 6.504 -1.804 0
13. Housing 	 9.185 -0.512 2.302 1.977 6.764 -1.635 0.359

(2.808) (0.858) (4.505) (2.263) (4.020) (1.487)

14. Fuel and
furniture 	

0.074
0.052
(0.831)

-0.354
-0.331
(0.254)

2.241
2.235
(1.368)

1.349
1.263
(0.682)

9.772
9.745
(1.189)

0.403
0.449
(0.438)

0
0.103

a) Asymptotic standard errors of estimates are given in parentheses. The
unit of measurement of real income is 10 000 Nkr.
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Table B.3 (cont.). Coefficient estimates for the model specification with
family size as the only background variable. a)
A priori restrictions: 8=0. s iA=aI b! =0.A

w. = s. + s. n + (a! +a! n) log u 	(b, +b' n)lo 	 in 	 io In io in u

Commodity group 2 	 2 	 2 	 2 	 2 	 2
s.10s..10 a 	 .10 a! .10 b! . 10 b! '10
io 	 In 	 io 	 In 	 io 	 in

11.64 -1.138 -6.063 	 0.588 -9.721 	 1.083 	 0
11.64 -1.134 -6.056 	 0.578 -9.711 	 1.078 -0.009
(1.90) (0.580) (3.151) (1.566) (2.716) (1.000)

2.767 	 0.073 -0.320 -0.069 	 0.729 -0.221 	 0
2.744 	 0.043 -0.425 	 0.113 	 0.933 -0.328 	 0.047
(1.492) (0.456) (0.247) (1.227) (2.133) (0.786)

0.375 	 0.240 	 2.525 -0.234 	 3.644 -0.351 	 0
0.562 	 0.207 	 2.187 -0.236 	 3.321 -0.216 	 0.267
(0.999) (0.305) (1.620) (0.811) (1.430) (0.528)

0.406 	 0.331 	 2.568 -0.698 	 1.940 -0.546 	 0
0.337 	 0.350 	 2.734 -0.752 	 1.999 -0.554 	 0.015
(1.238) (0.378) (2.049) (1.019) (1.769) (0.652)

14.17 	 1.263 -8.384 -4.452 -14.34 -1.890 	 0
13.52 	 1.272 -7.776 -4.271 -13.42 -1.924 -0.073
(3.05) (0.932) (5.085) (2.522) 	 (4.36) (1.605)

11.80 	 0.143 -7.889 	 0.374 -11.58 	 0.822 	 0
11.23 	 0.215 -7.121 	 0.395 -10.53 	 0.529 	 0.307
(2.55) (0.780) (4.120) (2.066) 	 (3.65) (1.351)

6.764 -0.916 -3.246 	 0.188 -6.260 	 1.784 	 0
6.866 -0.942 -3.469 	 0.271 -6.322 	 1.767 	 0.049
(1.429) (0.437) (2.360) (1.175) (2.043) (0.752)

3.527 -0.457 -0.212 -0.076 -1.445 -0.011 	 0
4.062 -0.582 -1.072 	 0.135 -2.151 	 0.155 	 0.170
(1.519) (0.464) (2.485) (1.241) (2.172) (0.802)

10.86 -0.254 -5.105 -0.072 -6.711 -0.347 	 0
10.43 -0.141 -4.407 -0.309 -6.197 -0.436 	 0.065
(2.25) (0.687) (3.708) (1.846) (3.213) (1.184)

-0.886 	 0.587 	 6.958 -0.372 	 6.398 -1.862 	 0
0.034 	 0.454 	 5.026 -0.166 	 5.078 -1.533 	 0.419
(1.486) (0.454) (2.365) (1.190) (2.127) (0.787)

-0.068 	 0.663 	 5.823 -2.421 	 2.038 	 0.194 	 0
0.187 	 0.455 	 4.665 -1.477 	 2.401 -0.130 	 0.413
(1.234) (0.377) (1.966) (0.989) (1.766) (0.654)

1.336 -0.212 -0.055 	 1.048 	 0.429 	 0.290 	 0
1.282 -0.193 -0.017 	 0.965 	 0.466 	 0.338 	 0.250
(0.630) (0.193) (1.023) (0.512) (0.901) (0.333)

2.870 	 0.544 -0.299 -1.923 -2.986 -0.179 	 0
2.856 	 0.544 -0.279 -1.922 -2.970 -1.776 	 0.031
(1.268) (0.387) (0.210) (1.043) (1.813) (0.668)

5.418 -0.031 -0.388 -0.665 -1.799 -1.300 	 0
5.298 -0.057 -0.458 -0.599 -1.770 -1.131 	 0.291
(1.492) (0.456) (2.412) (1.209) (2.135) (0.789)

15. Furniture 	

16. Household
equipment 	

17. Misc , household
goods 	

18. Medical care 	

19. Motorcars,
bicycles 	

20. Running costs
of vehicles ...

21. Public
transport 	

22. PTT charges 	

23. Recreation 	

24. Public enter-
tainment 	

25. Books and
newspapers 	

26. Personal care 	

27. Misc , goods
and services 	

28. Restaurants,
hotels, etc. 	

a) See note a, page 189.



s.102 s. .10
2 

a: 	 10
2
 a!102 	-10

2 
b! .10

2
lo 	 in 	 lo 	 in 	 lo 	 in

Commodity group

11.94 -0.448 	 8.80 	 3.678 	 19.92 	 7.078 	 0
9.83 -0.097 	 12.15 	 2.436 	 20.80 	 8.145 	 0.404
(3.29) (1.005) 	 (5.25) (2.640) 	 (4.71) (1.743)

7.656 	 0.365 	 0.591 	 2.136 	 3.471 -3.142 	 0
7.698 	 0.226 	 0.114 	 2.734 	 3.874 -3.336 	 0.250
(2.564) (0.784) (4.163) (2.084) (3.668) (1.356)

24.21 -1.578 	 0.843 	 3.256 	 10.93 -0.890 	 0
24.30 -1.838 -0.108 	 4.243 	 11.40 -0.990 	 0.181
(3.80) (1.160) (6.204) (3.100) 	 (5.43) (2.005)

46.16 	 1.030 -12.06 -6.832 -31.90 -1.311 	 0
49.26 	 0.983 -15.99 -7.181 -35.32 -1.729 	 0.300
(4.60) (1.407) 	 (7.44) (3.730) 	 (6.59) (2.436)

10.03 	 0.632 	 1.826 -2.238 -2.416 -1.735 	 0
8.80 	 0.921 	 4.405 -3.077 -1.427 -1.674 	 0.208
(2.38) (0.728) (3.882) (1.941) (3.406) (1.258)

I Food, beverages
and tobacco ....

II Clothing and
footwear 	

III Housing, fuel
and furniture ..

IV Travel and
recreation 	

V Other goods and
services 	

191

Table B.3 (cont.). Coefficient estimates for the model specification with
family size as the only background variable.
A priori restrictions: (3=0. s iA=a1A=b1A=0.

, logu 	 „	 , , 1
w. = s. + s. n + (a! +a! n) 	  + 0: +b: n) -

lo 	 in 	 lo in 	 u 	 lo in 	 u

a) See note a, page 189.
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Table B.4. Coefficient estimates for the model specification with age of
the main income earner as the only background variable. a)
A priori restrictions: 9=0. s in=ain=bin=0.

w.	 = 	 s. 	 + 	 s. 	 +
io

(a! 	 +a!
lA

 A)
io lug u + (b: +b'

iA
 A) i

io 	 u

Commodity group 2
s. 	 .10
lo

2
s
iA

2
l

.10 	 a. 	 .10
o

	2' 	2
a .10 	 b. 	 .10IA 	 lo

2
b .10
IA

-2.545 5.947 11.52 -16.60 3.960 -1.459 0
1. Flour and bread -2.039 4.474 10.26 -13.71 4.116 -0.670 0.418

(1.012) (1.806) (1.96) (3.12) (1.545) (2.618)

5.315 -4.552 1.326 2.311 3.010 -0.608 0
2. Meat and eggs . 5.574 -1.012 1.415 2.367 2.221 0.754 0.225

(3.105) (5.517) (6.110) (9.703) (4.704) (7.976)

-1.224 3.774 2.530 -1.816 2.416 -2.223 0
3. Fish 	 -0.655 2.555 1.544 -0.012 1.728 -0.603 0.439

(1.083) (1.934) (2.090) (3.330) (1.655) (2.804)

4. Canned meat
and fish 	

0.908
0.921
(0.440)

-1.596
-1.670
(0.782)

-0.208
-0.194
(0.868)

1.949
1.967
(1.378)

-0.768
-0.733
(0.666)

2.916
2.951
(1.130)

0
0.197

-3.841 7.999 15.75 -20.86 8.336 -5.406 0
5. Dairy products -3.128 6.467 14.06 -18.10 8.130 -4.242 0.451

(1.167) (2.085) (2.25) (3.58) (1.784) (3.023)

6. Butter and
margarine 	

-0.899
-0.874
(0.497)

1.744
1.549
(0.883)

3.038
3.181
(0.975)

-3.336
-3.336
(1.549)

2.805
2.679
(0.754)

-2.067
-1.669
(1.278)

0
0.263

7. Potatoes and
vegetables 	 ...

3.514
2.936
(1.971)

-2.256
-1.690
(3.512)

-0.491
0.111
(3.842)

6.106
5.309
(6.112)

7.839
9.788
(3.000)

-3.532
-5.835
(5.085)

0
0.343

0.022 2.431 9.308 -10.20 3.836 1.994 0
8. Other food 	 0.663 0.964 7.932 -7.52 3.374 3.447 0.267

(1.521) (2.705) (2.983) (4.74) (2.307) (3.911)

0.741 3.293 4.340 -7.082 2.000 -4.984 0
9. Beverages 	 0.979 2.379 4.059 -5.938 1.910 -4.053 0.311

(1.734) (3.087) (3.389) (5.389) (2.636) (4.468)

-1.874 4.641 5.435 -8.94 10.88 -14.50 0
10. Tobacco 	 -2.977 5.555 9.475 -13.76 11.04 -13.89 0.718

(1.137) (2.051) (2.081) (3.33) (1.75) (2.96)

10.73 -4.434 -2.745 6.84 -8.111 9.48 0
11. Clothing 	 10.01 -3.028 -2.235 5.44 -6.159 6.25 0.285

(3.96) (7.042) (7.754) (12.32) (6.011) (10.19)

2.785 -0.939 0.729 -2.209 -3.500 3.774 0
12. Footwear 	 2.752 -0.867 0.820 -2.391 -3.493 3 736 -0.018

(1.891) (3.347) (3.775) (5.977) (2.840) (4.821)

16.05 -15.11 -7.386 19.79 0.008 10.67 0
13. Housing 	 13.12 -10.47 -0.468 9.39 2.323 6.85 0.354

(5.04) (8.98) (9.822) (15.61) (7.678) (13.01)

14. Fuel and
furniture 	

0.540
0.316
(1.522)

-1.039
-0.742
(2.698)

1.636
2.474
(3.018)

4.003
2.661
(4.785)

9.683
9.716
(2.294)

1.015
1.052
(3.892)

0
0.100

a) Asymptotic standard errors are given in parentheses. The unit of
measurement of real income is 10 000 Nkr.
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Table B.4 (cont.). Coefficient estimates for the model specification with
age of the main income earner as the only background
variable.a)
A priori restrictions: 8=0. s in=ain=b1 11=0.

W1 = s. + s 	 + (a. 	 +a.
lAio

log u 1
+ 	 (b.

io +blA
, A) -
 uA)

Commodity group
s i0 .10

2
s iA .102 a i0 .102

aiA.102 b
,
i0.102 b

1
iA .102 P

11.47 -7.976 -12.14 16.62 -12.65 13.45 0
15. Furniture 	 11.51 -8.046 -12.21 16.73 -12.71 13.56 -0.007

(3.50) (6.191) (6.98) (11.05) (5.25) (8.92)

16. Household 3.900 -0.807 -6.037 7.281 2.127 -3.243 0

equipment 	 3.711
(2.712)

-5.092
(4.802)

-5.657
(5.397)

6.735
(8.550)

2.369
(4.079)

-3.640
(6.922)

0.039

17. Misc , household
goods 	

6.668
6.282

-9.805
-9.021

-7.430
-6.901

15.85
14.57

-6.589
-5.752

15.83
14.39

0
0.255

(1.791) (3.185) (3.517) (5.59) (2.717) (4.61)

18. Medical care
b) 3.103 -1.931 -6.600 11.22 -3.853 6.138 0

(2.239) (3.963) (4.465) (7.07) (3.364) (5.709)

19. Motorcars,
bicycles 	

25.84
24.60

-17.95
-16.67

-36.40
-33.79

34.46
31.32

-32.44
-30.19

25.98
23.48

0
-0.071

(5.61) (9.93) (11.23) (17.77) (8.41) (14.28)

20. Running costs 5.162 11.76 12.57 -32.72 8.838 -30.40 0
of vehicles 	 5.863 9.94 12.01 -30.65 6.875 -27.25 0.296

(4.556) (8.11) (8.91) (14.17) (6.921) (11.73)

-3.654 13.20 7.084 -13.78 6.225 -14.41 0
21. Public transport -3.701 13.38 7.119 -14.05 6.332 -14.71 0.050

(2.606) (4.62) (5.182) (8.21) (3.921) (6.65)

-2.507 8.179 2.660 -4.866 3.015 -6.946 0
22. P T T	 charges 	 . -2.519 8.495 2.682 -5.419 2.995 -7.326 0.167

(2.759) (4.897) (5.451) (8.649) (4.170) (7.073)

7.059 2.040 6.130 -15.63 -1.597 -5.68 0
23. Recreation 	 7.384 1.310 5.413 -14.23 -1.835 -4.99 0.063

(4.090) (7.246) (8.129) (12.88) (6.158) (10.45)

24. Public enter-
tainment 	

-0.789
-1.064

4.734
6.199

4.261
3.283

-1.523
-2.148

4.336
6.111

-5.076
-8.874

0
0.426

(2.660) (4.748) (5.140) (8.187) (4.062) (6.883)

25. Books and
newspapers 	

3.582
3.060
(2.208)

-4.221
-3.183
(3.940)

-3.673
-2.905
(4.272)

10.08
8.59
(6.80)

-4.054
-3.164
(3.371)

9.545
7.872
(5.711)

0
0.415

1.124 -0.022 3.860 -3.334 0.619 0.411 0
26. Personal care 	 1.313 -0.465 3.483 -2.793 0.631 0.699 0.258

(1.148) (2.042) (2.254) (3.581) (1.742) (2.953)

27. Misc , goods and
services 	

8.752
8.681
(2.308)

-8.839
-8.731
(4.086)

-13.55
-13.40
(4.60)

17.28
17.07
(7.28)

-11.25
-11.16
(3.47)

13.26
13.11
(5.89)

0
0.024

28. Restaurants,
hotels, 	 etc.

0.076
-0.521

7.631
8.525

4.474
5.554

-10.91
-12.53 0.315

5.375
6.353

-13.91
-15.34

0

(2.720) (4.842) (5.315) (8.45) (4.136) (7.01)

a) See note a, page 192.
b) Convergence with respect to p obtained after one iteration.



2 ,
• 102 S.. .10 	 a. •

10 	 IA 	 10
b! -10 b:
10

Commodity group
a' .

0.116 	 25.52 	 52.54 -58.47 	 44.32 -29.87 	 0
2.492 	 17.44 	 49.41 -48.71 	 43.59 -22.03 	 0.406
(6.198) (11.06) (12.00) (19.11) 	 (9.46) (16.03)

13.51 -5.373 -2.016 	 4.63 -11.61 	 13.26 	 0
13.41 -5.273 -3.016 	 6.28 -10.02 	 11.01 	 0.243
(4.65) (8.264) (9.136) (14.51) 	 (7.05) (11.95)

38.63 -34.73 -31.36 	 63.55 	 -7.42 	 37.22 	 0
35.03 -28.86 -23.48 	 51.18 	 -3.30 	 30.86 	 0.157
(6.85) (12.16) (13.55) (21.49) (10.35) (17.56)

34.69 	 17.74 	 -7.36 -23.97 -16.17 -27.00 	 0
42.42 	 9.34 -24.24 	 -3.68 -28.14 -13.57 	 0.292
(8.37) (14.90) (16.39) (26.05) (12.72) (21.56)

13.05 -3.160 -11.81 	 14.26 -9.111 	 5.90 	 0
11.72 -1.946 	 -8.72 	 11.42 -7.640 	 4.57 	 0.207
(4.33) (7.692) 	 (8.53) (13.55) (6.555) (11.12)

I Food, beverages
and tobacco 	

II Clothing and
footwear 	

III Housing, fuel and
furniture 	

IV Travel and
recreation 	

V Other goods and
services 	
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Table B.4 (cont.). Coefficient estimates for the model specification with
age of the main income earner as the only background
variable.a)
A priori restrictions: S=0. s in=ain=bin=0.

log u
w. = s. + s. + (a. +a. A) 	  + (b! +b!A) 1-
1 	 io 	 lA 	 10 lA	u	 io lA u

a) See note a, page 192.
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Table B.5. Coefficient estimates for the model specification with age of main
income earner and family size as background variables. a)

w.

A priori restriction: 	 8=0.
log u 	 ,	 1=s	 +s	 A) 	 +b: 	 A)n+sA+ 	 (a! 	 +a! 	 n+a: 	 + 	 kb: 	 n+H: 	 -

io 	 in 	 i A 	 to 	 in 	 tA 	 u 	 to 	 in 	 lA 	 u

Commodity group
s. 	•10 2 	s.	 .10 	 s. 	 .104 a: 	 .102 a! 	 -102 a! 	'10 4 b! 	.102 1D! 	 .102 b! 	 .104lo 	 in 	 IA 	io 	in	 LA 	 to 	 In 	 'A

F)

1. Flour and
-2.868 	 0.676 	 5.581 	 9.297 -0.009 -13.96 	 1.088 	 1.380 	 0.456 0

bread 	
-2.287 	 0.573 	 4.232 	 8.043 -0.030 -11.28 	 0.627 	 1.478 	 1.594 0.383
(1.354)(1.836)(1.892)(2.577)(0.477) 	 (3.36)(1.952)(0.295)(2.720)

2. Meat and 1.287 	 4.86 	 1.636 	 1.839 	 0.887 	 2.28 	 7.260 -0.690 -2.572
1.502 	 5.43 	 1.234 	 2.360 	 0.568 	 1.98 	 6.043 -0.508 -1.201 0.214

eggs 	
(0.438)(15.49)(6.095)(8.478)(1.549)(11.00)(6.251)(0.938)(8.716)

1.487 -5.477 	 1.210 -3.512 	 1.462 	 3.666 -0.818 	 0.389 	 1.220 0
3. Fish 	 1.811 	 -5.027 	 0.298 -3.707 	 1.230 	 4.675 	 -1.682 	 0.548 	 2.712 0.437

(1.522)(2.069)(2.130)(2.876)(0.535)(3.753)(2.201)(0.334)(3.067)

4. Canned meat 0.693 	 0.724 -1.398 	 0.336 -0.351 	 1.564 -1.228 	 0.315 	 2.909 0

and fish 	
0.786 	 0.547 	 -1.560 	 0.092 -0.281 	 1.827 	 -1.316 	 0.328 	 3.090 0.194
(0.621)(0.835)(0.865)(1.205)(0.220)(1.563)(0.886)(0.133)(1.236)

5. Dairy
products 	

	-3.064 -2.720	 5.879 	 7.616 	 1.705 -12.60 	 3.488 	 1.701 	 -0.632
-2.156 	 -3.186 	 4.588 	 6.058 	 1.686 	 -10.38 	 2.185 	 1.892 	 1.049

0
0.369

(1.486)(2.014)(2.076)(2.833)(0.523) 	 (3.69)(2.140)(0.323)(2.984)

6. Butter and -1.378 	 0.576 	 1.851 	 2.479 	 0.145 -2.647 	 2.639 	 0.211 	 -1.817 0

margarine .
-1.315 	 0.541 	 1.659 	 2.548 	 0.144 -2.600 	 2.408 	 0.227 -1.376
(0.688)(0.926)(0.958)(1.330)(0.243)(1.726)(0.983)(0.148)(1.371)

0.235

7. Potatoes aril 3.323 -0.952 -3.287 -5.759 	 1.285 	 11.53 	 5.409 	 0.990 -0.738 0

vegetables 3.062 -1.175 	 -2.880 -5.472 	 1.162 	 11.02 	 6.014 	 1.335 	 -2.186 0.336
(2.733)(3.698)(3.810)(5.230)(0.964) 	 (6.81)(3.930)(0.593)(5.478)

0.258 -0.773 	 1.365 	 5.001 	 0.591 -5.625 	 2.288 	 1.456 	 4.936 0
8. Other food 0.834 -0.541 	 0.094 	 3.962 	 0.439 -3.339 -0.680 	 1.604 	 6.505 0.251

(2.091)(2.818)(2.914)(4.036)(0.739)(5.241)(2.992)(0.449)(4.172)

0.663 	 1.210 	 4.033 	 7.736 -1.055 -10.41 	 2.819 -0.215 -6.490 0
9. Beverages 	 . 0.689 	 1.450 	 3.205 	 7.317 	 -1.009 	 -9.09 	 2.884 -0.176 -5.680 0.297

(2.446)(3.304)(3.412)(4.701)(0.864) 	 (6.11)(3.509)(0.528)(4.892)

-4.635 	 7.727 	 7.792 	 14.56 	 -3.335 -16.97 	 11.74 	 0.901 	 -18.06 0
10. Tobacco 	 -5.439 	 6.394 	 8.014 	 15.89 -2.275 -19.08 	 12.91 	 0.288 -17.19 0.707

(1.572)(2.169)(2.220) 	 (2.82)(0.537) 	 (3.70) 	 (2.31)(0.355) 	 (3.21)

8.768 	 1.098 -3.555 	 -3.459 	 1.469 	 7.389 -3.756 -1.472 	 7.942 0
11. Clothing 	 9.083 -1.650 -3.240 -6.231 	 2.629 	 8.756 -2.225 -1.771 	 5.985 0.297

(5.611)(7.575)(7.824)(1.078)(1.981)(1.402)(8.046)(1.211)(1.122)

1.312 	 0.940 -0.088 	 1.060 	 0.961 	 -2.721 	 0.413 -1.374 	 2.060 0
12. Footwear 	 1.264 	 0.929 	 0.013 	 1.183 	 0.969 -2.973 	 0.429 	 -1.376 	 2.009 -0.026

(2.696)(3.593)(3.733)(5.310)(0.955)(6.852)(3.802)(0.565)(5.301)

20.78 -10.02 -18.82 -14.72 	 2.712 	 25.58 -0.921 	 -1.430 	 1.37 0
13. Housing 	 16.93 	 -8.46 -13.48 	 -6.20 	 2.354 	 13.75 	 2.401 -1.439 	 8.83 0.349

(7.12) 	 (9.63) 	 (9.94)(13.60)(2.508)(17.70)(1.024)(1.545)(14.27)

14. Fuel and 3.445 -6.523 -4.232 -6.981 	 2.206 	 12.00 	 5.621 	 0.608 	 5.685 0

power 	
3.028 -5.986 -3.754 -5.739 	 2.029 	 10.44 	 5.807 	 0.628 	 5.442 0.075
(2.144)(2.869)(2.975)(4.196)(0.760) 	 (5.43)(3.039)(0.453)(4.237)

a) Asymptotic standard errors of estimates are given in parentheses. The unit of
measurement of real income is 10 000 Nkr.
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Table B.5 (cont.). Coefficient estimates for the model specification with age of
main income earner and family size as background variables.a )
A priori 	 restriction: 	 8=0.

= 	
log

+ 	 + 	 A + 	 (a' 	 +a' 	 A) 	
u +
	 (b! 	 +b!w. 	 s. 	 s. 	 n 	 s 	 n+a' 	 n+b! A) 1

lA 	 uio 	 in 	 iA 	 io 	 in 	 iA 	 u 	 io 	 in

Commodity group
• -10 2 	s	 .10 	s

i
	10 	a.!	 -10 2 a'iw10 2 aili.10L'b! 	 bin.10

2 
b iA.10lo 	 lo 	 lo 
	 , 4 	 .

p

15.

16.

Furniture 	 .

Household
equipment .

23.02 -19.23 	 -16.76 -27.31 	 2.386 	 29.85 -25.81 	 1.831 	 24.22
23.20 -19.24 	 -17.04 -27.65 	 2.391 	 30.34 -26.07 	 1.832 	 24.64
(4.94) 	 (6.59) 	 (6.84) 	 (9.73)(1.751)(12.56) 	 (6.97)(1.036) 	 (9.72)

4.111 	 -0.948 -1.143 -7.257 	 0.563 	 8.332 	 2.436 -0.271 	 -2.941
3.850 -1.067 -0.798 -6.972 	 0.705 	 7.805 	 2.989 -0.349 -3.464

0
-0.025

0
0.046

(3.886)(5.193)(5.389)(7.620)(1.377)(9.848)(5.500)(0.819)(7.669)

17. Misc , house 7.895 -2.745 -11.12 -10.90 	 0.914 	 19.05 -8.151 	 0.191 	 17.68 0

hold goods
7.492 -2.650 -10.28 -10.18 	 0.822 	 17.58 -7.518 	 0.281 	 16.29 0.255
(2.543)(3.428) 	 (3.54) 	 (4.91)(0.899) 	 (6.37)(3.639)(0.547) 	 (5.07)

18. Medical 2.602 	 0.383 -1.680 -6.642 	 0.289 	 11.25 -2.851 	 -0.316 	 5.740 0

care 	 2.630 	 0.334 	 -1.702 -6.712 	 0.303 	 11.30 -2.875 -0.314 	 5.759 -0.003
(3.205)(0.428)(4.441)(6.305)(1.136) 	 (8.14)(4.526)(0.673)(6.311)

19. Motorcars, 23.46 	 6.72 -14.20 -23.98 -3.202 	 22.49 -26.92 -1.308 	 19.42 0

bicycles 	
21.55 	 7.82 -12.42 -20.61 -3.290 	 18.68 -23.97 -1.437 	 16.42 -0.069
(8.04)(10.70)(11.12)(15.87)(2.849)(20.46)(11.32)(1.679)(15.78)

20. Running -1.858 	 13.16 	 17.56 	 24.25 -2.754 -42.89 	 15.08 -0.403 -37.28 0
costs of 0.850 	 12.73 	 15.42 	 22.73 -2.505 -39.89 	 13.68 -0.597 	 -33.90 0.293
vehicles 	 (6.451) 	 (8.71) 	 (9.00)(12.40)(2.278)(16.12) 	 (9.25)(1.392)(12.90)

21. Public 1.097 -6.660 	 9.886 	 2.515 -0.830 -9.695 -0.646 	 1.526 	 -9.98 0

transport 	 . 1.103 -6.822 	 9.999 	 2.435 -0.024 -9.842 -0.545 	 1.505 -10.19 0.042
(3.706)(4.952)(5.139)(7.269)(1.313)(9.393)(5.244)(0.781) 	 (7.31)

22. PTT 0.183 -3.358 	 6.936 	 2.049 -0.063 -4.725 	 1.686 -0.153 -6.155 0

charges 	 0.456 -4.596 	 6.689 	 0.983 	 0.146 -4.293 	 0.844 	 0.015 -5.832 0.163
(3.913)(5.253)(5.440)(7.607)(1.385)(9.857)(5.571)(0.834)(7.768)

6.259 	 3.193 	 3.947 	 13.41 	 -1.991 -22.74 	 1.166 -0.735 	 -9.34 0
23. Recreation 6.132 	 3.978 	 3.623 	 13.47 -2.145 -22.08 	 1.501 	 -0.808 	 -9.19 0.058

(5.820)(7.781)(8.073)(11.40)(2.062)(14.74)(8.241)(1.228)(11.49)

24. Public -6.229 	 8.386 	 9.142 	 12.42 -0.675 -9.153 	 13.37 -2.177 -11.63 0
enter- 5.603 	 7.182 	 9.690 	 9.36 	 -0.419 -7.713 	 13.82 	 -1.920 -14.21 0.422
tainment 	 (3.742)(5.086)(5.237) 	 (7.09)(1.316)(9.245) 	 (5.41)(0.819) 	 (7.54)

25. Books and 1.613 	 5.111 -2.083 	 2.246 -2.033 	 4.853 -3.031 	 0.419 	 7.047 0

newspapers 1.879 	 2.911 -2.003 	 0.219 -1.018 	 5.893 -2.226 	 0.090 	 6.370 0.410
(3.116)(4.231)(4.359)(5.911)(1.096)(7.706)(4.499)(0.681)(6.271)

26. Personal 2.003 -2.330 -1.262 -0.050 	 1.023 	 0.396 -1.087 	 0.354 	 2.466 0

care 	 2.187 -2.265 -1.689 -0.268 	 0.961 	 0.756 -1.266 	 0.413 	 2.820 0.251
(1.618)(2.181)(2.254)(3.123)(0.572)(4.055)(2.315)(0.348)(3.228)

27. Misc , 	goods 8.477 	 1.509 -8.180 -10.91 -1.011 	 14.85 -11.25 	 0.204 	 12.34 0
and ser- 8.373 	 1.578 -8.047 -10.71 -1.026 	 14.60 -11.11 	 0.199 	 12.15 0.023
vices 	 (3.301)(4.408)(4.576) 	 (6.48)(1.170) 	 (8.37) 	 (4.67)(0.695) 	 (6.51)

28. Restau- 2.346 	 5.450 	 10.98 	 14.69 -2.036 -20.96 	 12.02 -1.931 	 -20.16 0
rants, ho- 2.817 	 5.399 	 11.57 	 15.12 -2.010 -21.76 	 12.86 	 -1.810 -21.43 0.291
tels, 	 etc. (3.798)(5.127) 	 (5.30) 	 (7.30)(1.341) 	 (9.49) 	 (5.45)(0.819) 	 (7.59)

a) See note a, page 195.
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Table 8.5 	 (cont.). Coefficient estimates for the model specification with age of
main income earner and family size as background variables.a )

A priori restriction: 7=0.

A) 	 + 	 (b! 	 +I)!w.=s 	 +s 	 n+sA+ 	 (a' 	 +a' 	 n+a . 	n+b! A)
uio 	 in 	 iA 	 io 	 in 	 iA 	 u 	 10 	 in 	 lA

Commodity group 4 	 2 	 2 	 4 	 2 	 2 	 4
s. 	

2 	
s. 	 .10 	 s

10 	 in 	 iA 	 10	 in 	 IA 	 10 	 In 	 IA
P

I Food, beve-
rages and

	-4.234	 5.86 	 24.66 	 39.59 	 1.323 -43.16 	 32.62 	 6.438 -20.79

	

-1.217 	 6.19 	 16.63 	 35.66 	 0.700 -32.70 	 26.52 	 7.819 	 -9.78
0

0.398
tobacco 	 (8.306)(11.27)(11.61)(15.78)(2.923)(20.57)(11.98)(1.813)(16.71)

II Clothing 10.08 	 2.038 -3.643 	 -2.40 	 2.431 	 4.67 	 -3.342 -2.846 	 10.00 0
and foot- 10.88 -0.126 -4.488 	 -6.09 	 3.302 	 8.63 -2.207 -3.054 	 8.83 0.249
wear 	 (6.59)(0.887)(9.175)(12.71)(2.328)(16.51)(9.421)(1.415)(13.13)

III Housing,
fuel and

	59.26 -39.46 -52.07 -67.18	 8.782 	 94.81 	 -26.82 	 0.928 	 58.31

	

54.76 -38.04 -45.68 -57.96 	 8.675 	 81.45 -21.29 	 0.597 	 50.68
0

0.145
furniture 	 . (9.67)(12.98)(13.45)(18.84)(3.426)(24.41)(13.77)(2.059)(19.19)

IV Travel and
recreation

24.16 	 26.55 	 31.19 	 32.90 -10.80 -61.86 	 0.71 -2.831 	 -47.91
35.81 	 19.35 	 19.33 	 9.52 	 -9.39 -35.53 -13.82 -2.708 -31.69
(11.75)(15.86)(16.38)(22.59) 	 (4.15)(29.36)(16.84)(2.535)(23.48)

0
0.289

V Other goods
and service

	10.74	 5.011 	 -0.139 	 -2.92 -1.735 	 5.544 -3.162 -1.689 	 0.38

	

7.25 	 9.637 	 2.985 	 4.65 -3.016 -1.143 	 0.536 -1.760 	 -3.56
(6.14)(8.259)(8.546)(11.90)(2.172)(1.543)(0.876)(1.314)(12.22)

0
0.207

a) See note a, page 195.
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Table B.6. Estimates of Engel elasticities for the model specification
with no background variables included.
A priori restrictions: 	 8=0. 	 s in=s iA=ain=aIA=bin=biA=0

Commodity group p=0 p unrestricted
u= u= u= u= u= u=
30 000 50 000 100000 30 000 50 000 100000

1. Flour and bread 	 0.5381 0.6328 0.7524 0.4608 0.5133 0.6091

2. Meat and eggs 	 0.8587 0.8617 0.8896 0.8601 0.8634 0.8913

3. Fish 	 0.5988 0.5546 0.5614 0.5808 0.5406 0.5498

4. Canned meat and fish 	 0.5097 0.4607 0.4508 0.4879 0.4315 0.4080

5. Dairy products 	 0.4977 0.5375 0.6202 0.4545 0.4856 0.5613

6. Butter and margarine 	 0.4247 0.3944 0.3950 0.3956 0.3463 0.3134

7. Potatoes and vegetables 0.6499 0.6628 0.7178 0.6182 0.6305 0.6865

8. Other food 	 0.5864 0.6347 0.7183 0.5583 0.5971 0.6761

9. Beverages 	 1.1345 1.0761 1.0363 1.0749 1.0284 1.0037

10. Tobacco 	 0.6663 0.7306 0.8139 0.5045 0.5262 0.5924

11. Clothing 	 1.1000 1.0459 1.0145 1.0985 1.0460 1.0152

12. Footwear 	 1.3063 1.2293 1.1422 1.3082 1.2310 1.1433

13. Housing 	 0.8624 0.8745 0.9051 0.8473 0.8593 0.8923

14. Fuel and power 	 0.2516 0.1958 0.1115 0.2473 0.1936 0.1125

15. Furniture 	 1.3605 1.2291 1.1272 1.3605 1.2290 1.1271

16. Household equipment 	 0.9795 1.0116 1.0217 0.9774 1.0085 1.0190

17. Misc , household goods 	 . 0.6677 0.6947 0.7575 0.6681 0.7025 0.7695

18. Medical care 	 0.8627 0.8533 0.8761 0.8603 0.8496 0.8722

19. Motorcars, bicycles 	 2.6090 1.7779 1.3746 2.5160 1.7511 1.3654

20. Running costs of
vehicles 	 1.6205 1.3823 1.2083 1.5860 1.3635 1.1989

21. Public transport 	 1.0898 1.0467 1.0193 1.1049 1.0611 1.0300

22. PTT charges 	 0.9030 0.8729 0.8824 0.9769 0.9484 0.9468

23. Recreation 	 1.3879 1.2684 1.1580 1.3752 1.2602 1.1535

24. Public entertainment 	 0.7515 0.6822 0.6774 0.8115 0.7688 0.7811

25. Books and newspapers 	 0.6967 0.6655 0.6880 0.7170 0.6869 0.7100

26. Personal care 	 0.8801 0.8513 0.8642 0.8558 0.8353 0.8545

27. Misc , goods and services 1.9908 1.5755 1.3020 1.9847 1.5727 1.3008

28. Restaurants, hotels etc 1.3370 1.2200 1.1246 1.3199 1.2106 1.1200

I Food, beverages and
tobacco 	 0.6860 0.7181 0.7819 0.6502 0.6777 0.7422

II Clothing and footwear . 1.1358 1.0805 1.0408 1.1257 1.0708 1.0335

III Housing, fuel and
furniture 	 0.8267 0.8578 0.9010 0.8226 0.8536 0.8975

IV Travel and recreation . 1.4215 1.2783 1.1588 1.4822 1.3164 1.1796

V Other goods and services 1.2144 1.1438 1.0831 1.1790 1.1115 1.0600
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Table B.7. Estimates of Engel elasticities and approximate Slutsky
elasticities for the model specification with no background
variables. All prices are set equal to their sample means.
A priori restrictions: 8=1. s in=s iA=a in=a iA=b in=b i 0A=

Commodity group
u= 	 u= 	 u= 	 u= 	 u= 	 u=
30 000 50 000 100 000 30 000 50 000 100 000

1. Flour and bread 	

2. Meat and eggs 	

3. Fish 	

4. Canned meat and fish 	

5. Dairy products 	

6. Butter and margarine 	

7. Potatoes and vegetables

8. Other food 	

9. Beverages 	

10. Tobacco 	

11. Clothing 	

12. Footwear 	

13. Housing 	

14. Fuel and power 	

15. Furniture 	

16. Household equipment 	

17. Misc, household goods 	

18. Medical care 	

19. Motorcars, bicycles

20. Running costs of
vehicles 	

21. Public transport 	

22. PTT charges 	

23. Recreation 	

24. Public entertainment

25. Books and newspapers

26. Personal care 	

27. Misc, goods and services

28. Restaurants, hotels,etc.

	0.459	 0.509 	 0.602 	 0.040 -0.088 	 -0.286

	

0.852 	 0.856 	 0.885 	 0.378 	 0.118 	 -0.085

	

0.580 	 0.540 	 0.550 -1.356 -1.332 	 -1.288

	

0.488 	 0.433 	 0.411 -2.091 -2.057 	 -1.989

	

0.462 	 0.492 	 0.566 	 0.059 -0.048 	 -0.225

	

0.398 	 0.350 	 0.319 -0.490 -0.497 	 -0.513

	

0.618 	 0.629 	 0.684 -0.829 -0.850 	 -0.883

	

0.561 	 0.601 	 0.681 -1.163 -1.140 	 -1.106

	

1.144 	 1.092 	 1.051 -8.164 -5.479 	 -3.411

	

0.510 	 0.537 	 0.608 -1.545 -1.485 	 -1.388

	

1.120 	 1.066 	 1.031 -0.306 -0.616 	 -0.824

	

1.330 	 1.243 	 1.150 -4.859 -3.464 	 -2.353

	

0.843 	 0.855 	 0.889 -3.441 -2.949 	 -2.337

	

0.251 	 0.208 	 0.149 	 1.447 	 1.477 	 1.547

	

1.358 	 1.227 	 1.126 -2.485 -1.889 	 -1.467

	

0.995 	 1.022 	 1.027 -3.771 -3.548 	 -2.847

	

0.653 	 0.684 	 0.751 	 5.422 	 4.393 	 2.965

	

0.886 	 0.872 	 0.890	 4.242	 3.371 	 2.129

	

2.532 	 1.756 	 1.367 -8.210 -4.077 	 -2.336

	

1.588 	 1.365 	 1.199 -1.793 -1.448 	 -1.226

	

1.072 	 1.029 	 1.012 -1.261 -1.027 	 -0.929

	

0.965 	 0.936 	 0.937 -4.213 -3.781 	 -3.024

	

1.372 	 1.258 	 1.153 -2.080 -1.668 	 -1.359

	

0.833 	 0.793 	 0.805 	 2.398 	 1.974 	 1.281

	

0.733 	 0.701 	 0.722 -4.017 -3.681 	 -3.127

	

0.847 	 0.830 	 0.839 -9.385 -8.096 	 -6.201

	

1.976 	 1.569 	 1.299 -3.928 -2.476 	 -1.694

	

1.328 	 1.215 	 1.122 -3.054 -2.258 	 -1.672

I Food, beverages and
tobacco 	

II Clothing and footwear

III Housing, fuel and
furniture 	

IV Travel and recreation

V Other goods and services

	0.648	 0.675 	 0.739 	 0.333 	 0.130 	 -0.039

	

1.137 	 1.082 	 1.042 -0.292 -0.579 	 -0.786

	

0.822 	 0.853 	 0.897 -1.999 -1.765 	 -1.501

	

1.482 	 1.316 	 1.227 -1.231 -1.136 	 -1.071

	

1.184 	 1.115 	 1.062 -6.052 -4.081 	 -2.624
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Table B.8 	 Estimates of Engel elasticities for the model specification
with family size as the only background variable included.
A priori restrictions: 	8=0. s iA=ai ti=b1A=0

Commodity group
n=3 u=50 000

u=
30 000

u=
50000

u=
100 000

n=1 =n3 n=5

1. Flour and bread 	 0.234 0.248 0.294 0.429 0.248 0.159

2. Meat and eggs 	 0.776 0.760 0.773 0.680 0.760 0.815

3. Fish 	 0.592 0.513 0.482 0.778 0.513 0.206

4. Canned meat and fish 	 0.273 0.353 0.489 0.230 0.353 0.440

5. Dairy products 	 0.252 0.136 -0.091 0.324 0.136 0.058

6. Butter and margarine 	 0.217 0.038 -0.414 -0.155 0.038 0.124

7. Potatoes and vegetables 0.451 0.454 0.498 0.486 0.454 0.434

8. Other food 	 0.386 0.408 0.472 0.500 0.408 0.351

9. Beverages 	 1.170 1.121 1.073 1.078 1.121 1.179

10. Tobacco 	 0.344 0.550 0.779 0.624 0.550 0.480

11. Clothing 	 1.139 0.999 0.943 0.958 0.999 1.034

12. Footwear 	 1.499 1.136 0.985 0.986 1.136 1.246

13. Housing 	 0.921 0.871 0.871 0.860 0.871 0.883

14. Fuel and power 	 0.215 0.082 -0.219 0.146 0.082 0.029

15. Furniture 	 1.512 1.328 1.184 1.341 1.328 1.306

16. Household equipment 	 1.007 1.007 1.006 0.970 1.007 1.043

17. Misc , household goods 	 . 0.641 0.674 0.743 0.575 0.674 0.631

18. Medical care 	 0.924 0.922 0.937 0.671 0.922 1.174

19. Motorcars, bicycles 	 3.083 1.924 1.431 1.579 1.924 2.384

20. Running costs of
vehicles 	 1.473 1.307 1.173 1.387 1.307 1.243

21. Public transport 	 1.157 1.177 1.135 1.327 1.177 0.876

22. PTT charges 	 1.387 1.238 1.128 1.185 1.238 1.434

23. Recreation 	 1.482 1.317 1.180 1.256 1.317 1.392

24. Public entertainment 	 0.904 0.780 0.743 0.529 0.780 1.002

25. Books and newspapers 	 0.706 0.788 0.872 0.603 0.788 0.990

26. Personal care 	 0.739 0.664 0.655 0.822 0.664 0.557

27. Misc , goods and services 2.233 1.780 1.414 1.435 1.780 2.218

28. Restaurants, hotels, etc. 1.696 1.388 1.198 1.164 1.388 1.789

Food, beverages and
tobacco 	 0.505 0.540 0.619 0.626 0.540 0.482

II Clothing and footwear 1.189 1.022 0.951 0.949 1.022 1.082

III Housing, fuel and
furniture 	 0.877 0.869 0.890 0.900 0.869 0.833

IV Travel and recreation 1.590 1.396 1.226 1.289 1.396 1.527

V Other goods and services 1.302 1.215 1.130 1.048 1.215 1.417
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Table B.9. Estimates of Engel elasticities for the model specification
with age of the main income earner as the only background
variable included.
A priori restrictions: 	 B=0. s in=a1n=b1n=0

Commodity group
A=50 u=50 000

u=
30000

u=
33000

u=
100000

A=30 A=50 A=70

1. Flour and bread 	 0.493 0.429 0.396 0.258 0.429 0.602

2. Meat and eggs 	 0.862 0.870 0.899 0.884 0.870 0.856

3. Fish 	 0.683 0.663 0.694 0.458 0.663 0.763

4. Canned meat and fish 	 0.561 0.499 0.482 0.864 0.499 -0.029

5. Dairy products 	 0.450 0.379 0.326 0.182 0.379 0.583

6. Butter and margarine 	 0.378 0.268 0.119 0.036 0.268 0.483

7. Potatoes and vegetables 0.559 0.607 0.693 0.604 0.607 0.610

8. Other food 	 0.580 0.564 0.597 0.570 0.564 0.558

9. Beverages 	 1.001 0.956 0.946 0.838 0.956 1.081

10. Tobacco 	 0.315 0.220 0.075 -0.135 0.220 0.783

11. Clothing 	 1.130 1.068 1.029 1.116 1.068 1.021

12. Footwear 	 1.338 1.198 1.102 1.225 1.198 1.165

13. Housing 	 0.819 0.840 0.881 0.900 0.840 0.764

14. Fuel and power 	 0.255 0.219 0.177 0.237 0.219 0.202

15. Furniture 	 1.513 1.327 1.182 1.516 1.327 1.139

16. Household equipment 	 0.962 1.060 1.082 1.071 1.060 1.050

17. Misc, household goods 	 . 0.794 0.846 0.903 1.241 0.846 0.331

18. Medical care 	 1.194 1.167 1.113 1.737 1.167 0.892

19. Motorcars, bicycles 	 2.941 1.875 1.411 2.068 1.875 1.660

20. Running costs of
vehicles 	 1.320 1.208 1.118 0.991 1.208 1.489

21. Public transport 	 1.126 1.069 1.031 0.548 1.069 1.281

22. PTT charges 	 1.150 1.086 1.043 0.455 1.086 1.213

23. Recreation 	 1.251 1.162 1.091 1.070 1.162 1.280

24. Public entertainment 	 0.815 0.804 0.832 0.567 0.804 0.949

25. Books and newspapers 	 0.864 0.844 0.862 1.109 0.844 0.632

26. Personal care 	 0 818 0.769 0.778 0.777 0.769 0.760

27. Misc, goods and services 2.696 1.828 1.400 2.258 1.828 1.336

28. Restaurants, hotels, etc. 1.152 1.108 1.065 0.808 1.108 1.359

I Food, beverages and
tobacco 	 0.626 0.629 0.678 0.558 0.629 0.703

II Clothing and footwear . 1.161 1.090 1.042 1.146 1.090 1.030

III Housing, 	 fuel and
furniture 	 0.838 0.887 0.933 0.992 0.887 0.770

IV Travel and recreation . 1.482 1.320 1.183 1.311 1.320 1.329

V Other goods and services 1.240 1.165 1.097 1.232 1.165 1.106
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Table B.10. 	 Estimates of Engel elasticities for the model specification with age of
the main income earner and family size as background variables.
A priori 	 restriction: 	 8=0

Commodity group
n=3, A=50 u=50 000, A=50 u=50 000, n=3

U =	 u= 	 u=
000 	 5000030 	 100 000 n=1 n=3 n=5 A=30 A=50 A=70

1. Flour and bread 0.276 0.242 0.208 0.293 0.242 0.218 0.039 0.242 0.409

2. Meat and eggs 	 0.787 0.773 0.802 0.702 0.773 0.820 0.760 0.773 0.734

3. Fish 	 0.704 0.626 0.612 0.981 0.626 0.274 0.674 0.626 0.602

4. Canned meat and
fish 	 0.353 0.435 0.566 0.507 0.435 0.380 0.824 0.435 -0.094

5. Dairy products 	 . 0.279 0.133 -0.163 0.211 0.133 0.102 -0.054 0.133 0.284

6. Butter and
margarine 	 0.217 0.019 -0.508 -0.374 0.019 0.181 -0.363 0.019 0.299

7. Potatoes and
vegetables 	 0.441 0.471 0.545 0.555 0.471 0.421 0.509 0.471 0.434

8. Other food 	 0.427 0.429 0.472 0.540 0.429 0.361 0.472 0.429 0.387

9. Beverages 	 1.068 1.050 1.031 0.937 1.050 1.209 0.882 1.050 1.242

10. Tobacco 	 0.160 0.285 0.490 0.151 0.285 0.584 -0.267 0.285 1.116

11. Clothing 	 1.172 1.022 0.958 1.014 1.022 1.028 1.080 1.022 0.966

12. Footwear 	 1.507 1.120 0.963 0.942 1.120 1.254 1.117 1.120 1.123

13. Housing 	 0.904 0.864 0.870 0.873 0.864 0.854 0.938 0.864 0.768

14. Fuel and power . 0.249 0.145 -0.053 0.298 0.145 0.023 0.259 0.145 0.040

15. Furniture 	 1.694 1.414 1.221 1.507 1.414 1.247 1.668 1.414 1.113

16. Household
equipment 	 1.002 1.036 1.040 1.042 1.036 1.030 1.058 1.036 1.016

17. Misc , household
goods 	 0.785 0.807 0.853 0.946 0.807 0.680 1.265 0.807 0.218

18. Medical care 	 1.211 1.125 1.065 1.103 1.125 1.145 1.695 1.125 0.868

19. Motorcars,
bicycles 	 3.271 1.960 1.440 1.652 1.960 2.389 2.028 1.960 1.878

20. Running costs of
vehicles 	 1.254 1.195 1.124 1.099 1.195 1.276 0.918 1.195 1.536

21. Public transport 1.168 1.179 1.133 1.299 1.179 0.973 0.946 1.179 1.299

22. PTT charges 	 1.472 1.277 1.145 1.206 1.277 1.469 1.163 1.277 1.319

23. Recreation 	 1.388 1.236 1.140 1.097 1.236 1.418 1.088 1.236 1.440

24. Public enter-
tainment 	 0.860 0.760 0.737 0.382 0.760 1.048 0.296 0.760 1.012

25. Books and
newspapers 	 0.812 0.872 0.928 0.772 0.872 0.976 1.077 0.872 0.710

26. Personal care 	 0.750 0.666 0.650 0.848 0.666 0.538 0.756 0.666 0.561

27. Misc , goods and
services 	 2.748 1.909 1.447 1.713 1.909 2.169 2.241 1.909 1.503

28. Restaurants,
hotels, 	 etc. 	 1.406 1.260 1.146 0.921 1.260 1.863 0.844 1.260 1.662
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Table B.10 (cont.). 	 Estimates of Engel elasticities for the model specification
with age of the main income earner and family size as back-
ground variables.
A priori restriction: 	 8=0

Commodity group
n=3, A=50 u=50000, A=50 u=50 000, n=3

u=	 u=
30000	 50000

u=
100 000

n=1 n=3 n=5 A=30 A=50 A=70

I Food, beve-
rages and
tobacco 	 0.506 0.532 0.603 0.585 0.532 0.497 0.467 0.532 0.594

II Clothing and
footwear 	 1.221 1.041 0.963 0.998 1.041 1.076 1.098 1.041 0.983

III Housing, fuel
and furniture . 0.913 0.909 0.925 1.004 0.909 0.798 1.067 0.909 0.724

IV Travel and
recreation 	 1.544 1.375 1.218 1.245 1.375 1.535 1.311 1.375 1.437

V Other goods and
services 	 1.306 1.219 1.132 1.050 1.219 1.418 1.209 1.219 1.228
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Table B.11. 	 Estimates of budget shares for the model specification with
main income earner and family size as background variables.
A priori 	 restriction: 	5 =0

age of the

Commodity group
n=3, A=50 u=50 000, A=50 u=50000, n=3

Sample
mean
of
budget
shares

u= 	 u=
3)000 	 50000

u=
100000 n=1 n=3 n=5 A=30 A=50 A=70

1. Flour and
bread 	 2.80 1.92 1.12 1.23 1.92 2.60 1.73 1.92 2.10 2.63

2. Meat and
eggs 	 6.91 6.16 5.30 4.91 6.16 7.41 5.83 6.16 6.49 6.70

3. Fish 	 1.74 1.46 1.12 1.46 1.46 1.47 0.99 1.46 1.93 1.60

4. Canned meat
and fish 	 0.63 0.46 0.33 0.40 0.46 0.52 0.54 0.46 0.39 0.61

5. Dairy
products 	 4.15 2.77 1.39 1.56 2.77 3.97 2.48 2.77 3.06 3.73

6. Butter and
margarine . 1.09 0.70 0.30 0.41 0.70 0.99 0.59 0.70 0.81 0.98

7. Potatoes
and vege-
tables 	 5.53 4.19 2.97 3.14 4.19 5.23 4.14 4.19 4.23 5.13

8. Other food 4.50 3.36 2.29 2.54 3.36 4.17 3.29 3.36 3.42 4.29

9. Beverages 	 . 2.47 2.55 2.62 2.98 2.55 2.12 2.72 2.55 2.38 2.35

10. Tobacco 	 2.04 1.37 0.90 1.44 1.37 1.30 1.68 1.37 1.06 1.74

11. Clothing 	 7.66 8.00 7.90 7.35 8.00 8.66 7.85 8.00 8.16 7.58

12. Footwear 	 1.60 1.85 1.88 1.59 1.85 2.11 1.96 1.85 1.74 1.72

13. Housing 	 11.33 10.65 9.69 11.40 10.65 9.90 12.10 10.65 9.20 11.04

14. Fuel and
power 	 4.86 3.23 1.68 2.87 3.23 3.59 3.09 3.23 3.37 4.78

15. Furniture 	 . 4.21 5.55 6.86 7.12 5.55 3.97 6.02 5.55 5.08 4.45

16. Household
equipment . 2.81 2.84 2.92 2.77 2.84 2.92 2.64 2.84 3.04 2.93

17. Misc , house-
hold goods 2.44 2.20 1.95 2.09 2.20 2.31 2.47 2.20 1.93 2.60

18. Medical care 1.51 1.64 1.75 1.51 1.64 1.78 1.02 1.64 2.26 1.71

19. Motorcars,
bicycles 	 3.25 6.86 10.81 7.99 6.86 5.74 7.49 6.86 6.24 4.95

20. Running
costs of
vehicles 	 7.26 8.14 9.08 7.45 8.14 8.84 8.98 8.14 7.30 6.91

21. Public
transport 	 . 2.74 3.01 4.43 3.79 3.01 2.23 2.05 3.01 3.97 2.54

22. PTT
charges 	 1.48 1.78 2.05 2.60 1.78 0.96 0.95 1.78 2.61 1.47
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Tabell B.11 (cont.). Estimates of budget shares for the model specification with
age of the main income earner and family size as background
variables.
A priori restriction: 5=0

Commodity group
n=3, A=50 u50000, A=50 u50000, n=3

Sample
mean
of
budget
shares

u=
3)000

u=
3)000

u=
1C0000

n=1 n=3 n=5 A=30 A=50 A=70

23. Recreation 5.83 6.75 7.66 7.65 6.75 5.84 7.81 6.75 5.68 5.89

24. Public
entertain-
ment 	 3.27 2.96 2.47 2.56 2.96 3.35 2.08 2.96 3.83 3.10

25. Books and
newspapers 2.20 2.03 1.90 2.07 2.03 2.00 1.80 2.03 2.27 2.26

26. Personal
care 	 2.24 1.92 1.51 1.59 1.92 2.26 2.09 1.92 1.76 2.00

27. Misc, 	 goods
and services 0.97 1.85 2.89 2.11 1.85 1.58 2.03 1.85 1.66 1.49

28. Restaurants
hotels, 	 etc 2.84 3.36 3.85 4.30 3.36 2.42 3.30 3.36 3.41 2.82

I Food, beve-
rages and
tobacco 	 31.82 24.87 18.40 20.05 24.87 29.68 24.04 24.87 25.70 29.75

II Clothing
and foot-
wear 	 9.27 9.83 9.78 8.95 9.83 10.71 9.82 9.83 9.84 9.30

III Housing,
fuel and
furniture . 25.68 24.51 23.12 26.30 24.51 22.73 26.38 24.51 22.65 25.81

IV Travel and
recreation 25.35 32.00 39.12 35.26 32.00 28.75 31.69 32.00 32.31 27.12

V Other goods
and servi-
ces  7.64 8.73 9.84 9.45 8.73 8.01 8.35 8.73 9.11 8.03
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Table 8.12. Estimates of the individual part of the disturbance variance
(p) based on single equation estimates of different specifi-
cations of the model.a)
A priori restriction: 	 R=0

Commodity group
H
An

H*
An

H
A

H
n

H*

1. Flour and bread 	 0.491 0.462 0.458 0.433 0.418 0.383

2. Meat and eggs 	 0.229 0.225 0.224 0.217 0.225 0.214

3. Fish 	 0.455 0.453 0.454 0.450 0.439 0.437

4. Canned meat and fish 	 0.203 0.200 0.200 0.196 0.197 0.194

5. Dairy products 	 0.485 0.473 0.482 0.393 0.451 0.369

6. Butter and margarine 	 0.294 0.262 0.261 0.238 0.263 0.235

7. Potatoes and vegetables 	 0.323 0.334 0.332 0.333 0.343 0.336

8. Other food 	 0.323 0.284 0.283 0.264 0.267 0.251

9. Beverages 	 0.321 0.312 0.305 0.299 0.311 0.297

10. Tobacco 	 0.704 0.720 0.720 0.710 0.718 0.707

11. Clothing 	 0.297 0.287 0.288 0.293 0.285 0.293

12. Footwear 	 -0.002 -0.009 -0.008 -0.019 -0.018 -0.026

13. Housing 	 0.360 0.362 0.361 0.359 0.354 0.349

14. Fuel and power 	 0.313 0.108 0.122 0.103 0.100 0.075

15. Furniture 	 0.015 0.003 0.002 -0.009 -0.007 -0.024

16. Household equipment 	 0.047 0.043 0.043 0.046 0.039 0.046

17. Misc , household goods 	 0.276 0.269 0.274 0.267 0.255 0.255

18. Medical care 	 -0.002 0.007 0.010 0.015 -0.001 -0.003

19. Motorcars, bicycles 	 -0.105 -0.081 -0.083 -0.073 -0.070 -0.069

20. Running costs of vehicles 	 0.359 0.311 0.310 0.307 0.296 0.293

21. Public transport 	 0.060 0.058 0.055 0.049 0.050 0.042

22. PTT charges 	 0.176 0.17 5 0.176 0.170 0.167 0.163

23. Recreation 	 0.104 0.071 0.071 0.065 0.063 0.058

24. Public entertainment 	 0.436 0.424 0.427 0.419 0.426 0.422

25. Books and newspapers 	 0.422 0.420 0.423 0.413 0.415 0.410

26. Personal care 	 0.263 0.258 0.261 0.250 0.258 0.251

27. Misc , goods and services 	 0.055 0.035 0.036 0.031 0.024 0.023

28. Restaurants, hotels, etc. 	 0.324 0.314 0.313 0.291 0.315 0.291

a) The table head reads:

M 	 : Marginal p, calculated directly from the observed budget
shares

H An : No background variables and 0=0

H*An 
: No background variables and 8=1

HA 	 : One background variable (number of persons in the household, n)
and R=0

Hn 	 : One background variable (age of household's head, A) and 8=0

H* 	: Two background variables (n and A) and 0=0
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Table B.12 (cont.). Estimates of the individual part of the disturbance
variance (p) based on single equation estimates of
different specifications of the model.-)
A priori restriction: 8=0

Commodity group HAn
H*
An

H
A

H
n

I Food, beverages and tobacco 	 . 0.400 0.409 0.412 0.403 0.406 0.398

II Clothing and footwear 	 0.256 0.248 0.248 0.250 0.243 0.249

III Housing, fuel and furniture 	 . 0.202 0.181 0.182 0.181 0.157 0.145

IV Travel and recreation 	 0.281 0.292 0.292 0.300 0.292 0.289

V Other goods and services .. 0.220 0.211 0.207 0.208 0.207 0.207

a) See note a, page 206.
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Table B.13. Estimates of the total disturbance variance (4) for model
variants with different specifications of background
variables.
A priori restriction: 	 13=0

Commodity group Casea)
HAn H

A
H
n

H

1. Flour and bread 	 4.440'10
-4

3.98210
-4

4.14010
-4

3.67610
-4

2. Meat and eggs 	 3.87010
-3

3.81310
-3

3.86910
-3

3.808'10
-3

3. Fish 	 4.88810
-4

4.85210
-4

4.775'10
-4

4.72810
-4

4. Canned meat and fish 7.898'10
-5

7.769'10
-5

7.822'10
-5

7.689.10
-5

5. Dairy products 	 5.89210
-4

4.664-10
-4

5.564.10
-4

4.417.10
-4

6. Butter and margarine 9.921.10
-5

9.447.10
-5

9.865.10
-5

9.383.10
-5

7. Potatoes and
vegetables 	 1.570.10

-3
1.504-10

-3
1.553.10

-3
1.486.10

-3

8. Other food 	 9.422.10
-4

8.856.10
-4

9.239.10
-4

8.664.10
-4

9. Beverages 	 1.203.10
-3

1.193.10
-3

1.200.10
-3

1.186.10
-3

10. Tobacco 	 7.043.10
-4

6.849-10
-4

6.686.10
-4

6.43110
-4

11. Clothing 	 6.265.10
-3

6.243.10
-3

6.256.10
-3

6.23710
-3

12. Footwear 	 1.57410
-3

1.558.10
-3

1.569.10
-3

1.55510
-3

13. Housing 	 1.025 . 10
-2

1.020'10
-2

1.017'10
-2

1.009'10
-2

14. Fuel and power 	 9.612-10
-4

9.497.10
-4

9.599.10
-4

9.415.10
-4

15. Furniture 	 5.351.10
-3

5.261.10
-3

5.330.10
-3

5.220.10
-3

16. Household equipment 3.143.10
-3

3.14310
-3

3.129.10
-3

3.128.10
-3

17. Misc , household
goods 	 1.304.10

-3
1.302'10

-3
1.28410

-3
1.28110

-3

18. Medical care 	 2.204.10
-3

2.200.10
-3

2.176.10
-3

2.175.10
-3

19. Motorcars, bicycles 1.433.10
-2

1.418.10
-2

1.426.10
-2

1.416'10
-2

20. Running costs of
vehicles 	 8.489.10

-3
8.441.10

-3
8.284.10

-3
8.247.10

-3

21. Public transport 	 2.92310
-3

2.877.10
-3

2.874.10
-3

2.847.10
-3

22. PTT charges 	 3.130.10
-3

3.087.10
-3

3.09110
-3

3.063.10
-3

23. Recreation 	 7.088.10
-3

7.062-10
-3

7.037.10
-3

6.98310
-3

24. Public entertainment 2.882.10
-3

2.862.10
-3

2.869.10
-3

2.84310
-3

25. Books and newspapers 1.98610
-3

1.97310
-3

1.97110
-3

1.963.10
-3

a) The table head reads:

H An : No background variables

H
A 	

: One background variable (number of persons in the household, n)

H
n 	

: One background variable (age of household's head, A)

H 	 : Two background variables (n and A)
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Table B.13 (cont.). Estimates of the total disturbance variance (4)
for model variants with different specifications
of background variables.)
A priori restriction: 	 8=0

Commodity group
I

Casea)
HAn

H
A

H
n

H
*

26.

27.

28.

Personal care 	

Misc , goods and
services 	

Restaurants, hotels,
etc. 	

5.301.10
-4

2.301.10
-3

2.968.10-3

5.197.10
-4

2.289.10
-3

2.892.10
-3

5.273.10
-4

2.283.10
-3

2.952.10
-3

5.187 4 0
-4

2.278.10
-3

2.858.10
-3

I Food, beverages and
tobacco 	 1.567.10

-2
1.401-10

-2
1.548.10

-2
1.389.10

-2

II Clothing and foot-
wear 	 8.680.10-3 8.603.10

-3
8.659.10

-3
8.593.10

-3

III Housing, fuel and
furniture 	 1.936.10

-2
1.921.10

-2
1.913.10

-2
1.881.10

-2

IV Travel and recrea-
tion 	 2.802.10-2 2.750.10

-2
2.798.10

-2
2.734.10

-2

V Other goods and
services 	 7.581.10

-3
7.496.10

-3
7.553.10

-3
7.491.10

-3

a) See note a, page 208.
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Table B.14. Likelihood Ratio tests of significance of background
variables. Test statistics and final resul. Overall level
of significance: approximately 4 per cent a .
A priori restriction: Ø-0

Commodity group
	Test statistics for subtestsb)  Final k ,

H* versus H* versus 	 HA versus Hn versus result"
HA 	

H
n 	 HAn 	 HAn

	66.85	 99.38 	 * 	 * 	 H*

	1.10	 13.29 	 12.40 	 * 	HA

	21.64	 8.27 	 * 	 19.55 	II
n

	8.65	 14.33
	

13.77 	 H
A

	45.49
	

193.0
	

H
*

5.68
	

41.88 	 40.93
	

HA

	10.07	 36.87 	 35.90 	 * 	 HA
	18.32	 53.72 	 * 	 * 	 H*

	4.92	 9.81 	 6.98 	 2.09 	 HAn
	52.65	 32.51 	 * 	 H*

	0.80	 2.54 	 2.94 	 1.20 	 H
An

	1.61	 7.49 	 8.54 	 2.66 	 H
An

	9.06	 6.60 	 4.09 	 6.55 	 H
An

	7.25	 16.18 	 10.06 	 HAn
	6.54	 17.43 	 14.18 	 H

A

	3.73	 HAn

	12.92	 H
n

	9.55
	

0.38 	 1.52
	

10.69 	 HAn

	1.18
	

5.88 	 8.80
	

4.09 	 H
An

	19.44	 3.74
	

20.44 	 H
n

	8.76
	

7.89 	 13.26
	

14.13 	 HA or H
n

	6.52
	

7.61 	 11.56
	

10.48 	 HAn

1. Flour and
bread 	

2. Meat and eggs .

3. Fish 	

4. Canned meat and
fish 	

5. Dairy products

6. Butter and
margarine 	

7. Potatoes and
vegetables 	

8. Other food 	

9. Beverages 	

10. Tobacco 	

11. Clothing 	

12. Footwear 	

13. Housing 	

14. Fuel and power

15. Furniture 	

16. Household
equipment 	

17. Misc , household
goods 	

18. Medical care 	

19. Motorcars,
bicycles 	

20. Running costs
of vehicles 	

21. Public trans-
port 	

22. PTT charges 	

	4.00
	

0.27 	 0.08

	

13.59
	

1.96

*) Not computed. Statistic unnecessary for performing the test. 2
a) I.e., 1 per cent level for each subtest. The critical value of the X
distribution with 3 degrees of freedom is 11.34.
b) The following symbols are used:

HAn 
: No background variables.

H
A 

: One background variable: number of household members, n.

H
n 

: One background variable: age of household's head, A.

H* : Two background variables: n and A.
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Table B.14 (cont.). Likelihood Ratio tests of significance of background
variables. Test statistics and final result. Overall
level of significance: approximately 4 per centa ) .
A priori restriction: 8=0

Commodity group
i

Test statistics for subtests
b)

Final
resultb 'H, versus

HA

H* versus
H
n

HA versus
HAn

H, versus
H
An

23. Recreation 	 9.40 6.43 3.07 6.04 HAn
24. Public enter-

tainment 	 5.57 7.61 5.82 3.78 H
An

25. Books and
newspapers 	 4.25 3.40 5.49 6.34 H

An
26. Personal care 	 . 1.61 13.75 16.56 * HA

27. Misc, 	 goods and
services 	 4.03 1.83 4.37 6.57 H

An
28. Restaurants,

hotels, 	 etc. 	 9.89 27.06 21.69 HA

I 	 Food, beve-
rages and
tobacco 	 7.19 90.61 93.61 H

A
IT Clothing and

footwear 	 0.97 6.40 7.45 2.03 H
An

III Housing, 	 fuel
and furniture . 17.59 14.10 H*

IV Travel and
recreation 	 4.88 19.34 15.66 H

A
V Other goods and

services 	 0.56 6.89 9.42 3.09 H
An

a) See note a, page 210.
b) See note b, page 210.



. 	 . b)c)
Test statisticCommodity group

L. Flour and bread 	

2. Meat and eggs 	

3. Fish 	

4. Canned meat and fish 	

5. Dairy products 	

6. Butter and margarine 	

7. Potatoes and vegetables 	

8. Other food 	

9. Beverages 	

10. Tobacco 	

11. Clothing 	

12. Footwear 	

13. Housing 	

14. Fuel and power 	

15. Furniture 	

16. Household equipment 	

17. Misc , household goods 	

18. Medical care 	

19. Motorcars, bicycles 	

20. Running costs of vehicles 	

21. Public transport
d)

22. PTT charges 	

23. Recreation 	

24. Public entertainment 	

25. Books and newspapers 	

26. Personal care 	

27. Misc , goods and services 	

28. Restaurants, hotels, etc. 	

129.8

40.06

177.9

32.63

121.4

48.82

97.27

53.72

85.12

567.3

71.91

0.07

117.0

9.61

0.06

1.53

56.05

0.04

5.38

76.73

2.01/2.05

25.84

4.16

164.7

161.9

53.34

1.02

73.61

212

Table B.15. Likelihood Ratio tests of significance of the individual part
of the disturbance variance, p, based on preferred specifica-
tion of background variables.a)
A priori restriction: 8=0

a) See table B.14.
-"2 	 "2	 -2 	 ^2b) The test statistic is 2M log{a 2 / (o (1 -O ))), where a and a are the

estimates of the total disturbance variance when p=0 and 1:40, respectively,
and p is the estimate of p.
c) The critical x 2 (1) value is 3.84 at the 5 per cent level and 6.64 at
the 1 per cent level.
d) The Likelihood Ratio test of significance gave ambiguous result for this
commodity group.
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Table B.15 (cont.). Likelihood Ratio tests of significance of the
individual part of the disturbance variance, p,
based on prçferred specification of background
variables.'
A priori restriction: 3=0

Commodity group 	 Test statistic 
b)c)

I Food, beverages and tobacco  
	

146.3

II Clothing and footwear  
	

52.91

III Housing, fuel and furniture  
	

17.24

IV Travel and recreation  
	 76.74

V Other goods and services  
	 37.65

a) See note a, page 212.
b) See note b, page 212.
c) See note c, page 212.
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Table B.16. Marginal skewness and kurtosis of the budget shares as
compared with skewness and kurtosis of the residuals for

the model with the preferred specification of background
variables.
A priori restriction: (3=0

Commodity group Marginal
skewness

Marginal 	 Preferred
kurtosis 	 variants )

Residual
skewness

Residual
kurtosis

1. Flour and bread 	 2.17 9.75 H* 1.99 12.23

2. Meat and eggs 	 3.52 20.35 H
A

2.65 11.23

3. Fish 	 1.66 4.97 Hn 3.37 18.46

4. Canned meat and
fish 	 1.13 1.36 H

A
2.55 10.39

5. Dairy products 	 1.52 3.70 1.03 6.23

6. Butter and
margarine 	 1.27 2.15 H

A
2.96 20.18

7. Potatoes and
vegetables 	 3.47 24.45 H

A
2.45 12.70

8. Other food 	 2.10 8.10 H* 2.07 9.43

9. Beverages 	 2.37 10.51 H
An

2.77 10.31

10. Tobacco 	 1.32 3.31 H* 2.39 11.93

11. Clothing 	 3.53 19.99 H
An

2.17 7.54

12. Footwear 	 2.18 7.65 H
An

4.19 27.97

13. Housing 	 3.38 17.41 HAn
2.24 7.88

14. Fuel and power 	 4.19 33.09 H
An

1.61 18.90

15. Furniture 	 4.33 27.29 H
A

2.90 12.25

16. Household equip-
ment 	 5.84 51.68 HAn

4.39 28.53

17. Misc , household
goods 	 3.75 23.89 H

n
4.28 25.23

18. Medical care 	 4.80 37.89 H
An

6.34 56.28

19. Motorcars,
bicycles 	 4.34 20.30 HAn 2.66 7.65

20. Running costs of
vehicles 	 3.58 19.08 H

n
2.31 6.73

21. Public transport
b)

9.26 142.68 HA or 6.31 64.08

H
n

6.22 61.97

22. PTT charges 	 5.15 38.68 HAn 7.41 76.01

a) The symbols are defined as follows:
II
An 	

: No background variables

H
A 	

: One background variable (number of persons in the household, n)

H
n 	

: One background variable (age of household's head, A)

H* 	: Two background variables (n and A)

b) The Likelihood Ratio test of significance of background variables gave
ambiguous result for this commodity.
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Table B.16 (cont.). Marginal skewness and kurtosis of the budget
shares as compared with skewness and kurtosis of
the residuals for the model with the preferred
specification of background variables.
A priori restriction: $=0

Commodity group Marginal
skewness

Marginal
kurtosis

Preferred
variant a)

Residual
skewness

Residual
kurtosis

23. Recreation 	 3.77 19.39 HAn
2.56 8.29

24. Public entertain-
ment 	 4.29 28.21 HAn

3.02 12.68

25. Books and news-
papers 	 6.23 62.31 H

An
5.59 43.28

26. Personal care 	 1.91 7.20 H
A

2.36 8.35

27. Misc , goods and
services 	 8.42 98.51 H

An
7.90 83.88

28. Restaurants,
hotels, 	 etc. 	 7.17 82.38 H

A
5.06 40.70

I Food, beverages
and tobacco 	 1.07 0.44 H

A
0.64 0.86

II Clothing and
footwear 	 2.88 11.88 H

An
1.86 5.01

III Housing, fuel and

IV

furniture 	

Travel and

1.43 1.94 H, 1.16 1.80

recreation 	 1.53 1.66 H
A

0.54 -0.12

V Other goods and
services 	 4.15 24.10 H

An
2.89 12.41

a) See note a, page 214
b) See note b, page 214.
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AppendixA

DEMAND ELASTICITIES IN THE FOURGEAUD-NATAF MODEL

The demand function of commodity i, expressed in budget share form,

is (cf.eq. (2.20))

	

p.x. 	 v.x.

	

_ 	 _ 	 1 	 C(u) (A.1) wi 	- f i (u,vi ) - s i + (t iv 	 s 	 (i=1, ..., N),
Y 	 u

where the symbols are defined as in section 2.2. The purpose of this appen-

dix is to derive and comment upon the corresponding expressions for the in-

come and price elasticities.

The partial elasticities of wi with respect to the total real expen-

diture (real income) u and the real price v i are, respectively,

y
	Bf. 	(t.v.I3-s.)(C(u)-1)C(u)

(A.2) E. - 	 i u -	li	 i 
	lu	 pu w.

	

i 	 s.u+(t.v.f3-s.)C(u)
1 	li 	i.

	Bf.	 v. 	 5t.v.I3C(u)
1 1 (A.3) 	 E. - 	

1 	 1
	iv	 w.

	

1 	 1 	 s.uf(t.v. f3-s )C(u)
i

where C(u) = (DC(u)/911)(u/C(u)). From the inequality contraints (2.16), (2.17),

and (2.19) it follows that the common denominator in (A.2) and (A.3) is always

positive. We then have:

(i) 	 E. E 0, i.e. the budget shares are income independent, if eitheriu

C(U) E 0,

	or C(u) E 1 	 C(U) = Au
	

(A constant),

or t. = s. and B = O.

R >(ii)IFC(0>l,thenE - Oaccording as tv. = s..iu 	
. 	

< i

(iii) 	 If G(u) < 1, then i 0 according as t iv! 	 s i .
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(iv) 	 If t i is strictly positive, the sign of E. will always be the same

as the sign of a: An increase in the real price of commodity i

will increase its budget share if a > 0, leave it unaffected if

a = 0, and decrease it if a < O.

The Engel (expenditure) elasticity of commodity i can be written as

ax. 	 aw. 	 s.11 + (t.vi3 -s i
 )(u)C(u)

i yi  Y 
(A.4) E. = — 	 - 	 + 1 - E. + 1 -

1.Yx.Y. w. 	 iu 	 a
i 	 1 	 s.0 + (tv 	 - s.)C(u)

ii1 	 i

To find expressions for the priceelasticities,we first notice that

E. - (E. 	 + E. )7. 	 for j=i
iv 	 iv 	 iu

aw. p.
(A.5)

1 j 

Bp. w.
J

where (cf.eq. (2.18))

- (E. 	 + E. )7.
iv 	 iu j

for j*i,

(A.6)
P.ap	 p

7. = 	 t.v..
J 	 P 	 j j

J

The Cournot elasticity of commodity i with respect to the price of commodity

j is definitionally equal to

ax. p.
i]

e. = 	 --
ij

aw. P.
1

— — - 1
ap. w.
1 1

for j=i.

for j*i.
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Inserting from (A.5) and rearranging terms, we get

9x. p.
(A.7) e.	 = 	 1 	= cS. (E. -1) - (E. +E. )Tr.

ij	 9p.x 	 ij iv	 iv iu
J	 i

= (E. -1)(6--7.) - (E. +1)7.	 (1=1, ..., N;j=1, ..., N).
iv	 11	 iu

where 6..=1 for j=i, and 0 otherwise.13

From (A.4) and (A.7) it now follows that the Slutsky elasticity -

i.e. the income compensated price elasticity - of commodity i with respect

to the price of commodity j can be written as

,	 N;(i=1, ...,
(A.8) S.. = e..+w.E. = (E. -1)(d.. -7.)+(E. +1)(w. -7.)	 • ,

13	 13	 j 1 	 iv	 13	 iu	 3=1, ..., N).

It is convenient to define

0(0-1)t.v. C(u) - s i (u-C(u))
(A.9) S.. = E. - 1 = 	

11 	 iv
s.11 	 (tv - s.)C(u).	 ,
1 	 1

(i=1, ..., N).

From(A.Oarld(A-.9)1.7eseethatS....ifw—arld7.are small, which they
11 	 11 	 J	 J

will normally be when a detailed commodity classification is used. Then S ii

serves as a first order approximation to the direct Slutsky elasticity (as

well as the direct Cournot elasticity) of commodity i. Utilizing (A.4) and

(A.7)-(A.9), we can now express all price elasticities in terms of

and Tf.:

(A.10) e.=S. OS. -7.) -E.7.lj	
ij	3 	1 j'

(A.11) S.	 = S.	 (6. -7.) + E.(w.-ff.)
3

(i=1, ..., N;

j =1, ..., N).

With the particular parametrization of the C function used in the

present study,

(A.12) C(u) = a log u + b,



(3-1)t iv i (a log u + 	 -s i(u - a log u -b)
(A.15) (i=1, . .., N).

fls.u+(t.v. -s.)(a. log u+b)
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which implies

(A.13) C(u) -
a 

a log u + b'

theexpressionsforE.and S ii take the form1

s.u+(t.vj3-s.)a
(A.14) E i -  

s.u+(t.v. 13-s )(a log u+ b)

Inserting these formulae, together with (A.1) and (A.6), in (A.10) and (A.11),

we get the explicit expressions for the price elasticities. As they are

fairly complex, we refrain from writing them out.

Let us then turn to the income flexibility (or more precisely, the

flexibility of the marginal utility of income) which is another interesting

demand elasticity in the Fourgeaud-Nataf model. In section 2.2, we showed,

by differentiating an indirect utility indicator consistent with the model,

(2.11)
1)

, that the marginal utility of (nominal) income can be written as

(A.16)23.1 = V - 	
Dy 	 y 	 P{u-C(u)}

for an arbitrary choice of the C function (cf.eq. (2.14)). The corres-

ponding expression for the income flexibility is

91.7
(A.17) a .
	 y _ 	 ufl-C'(u)} _ 	 u - C' (u)C(u)

Y 	
u-C(u) 	 u - C(u)

1) Recall that the marginal utility of income, and concepts derived from
it, are constructs whose interpretation is confined to a particular choice
of utility indicator, in this case (2.11). They are not ordinal concepts,
in the sense that they are not invariant with respect to arbitrary mono-
tonic tranformations of the utility indicator used to represent the con-
sumer's preferences. The income flexibility, however, is invariant with
respect to linear transformations.
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Obviously, a necessary and sufficient condition for w to be negative

is that CI(u) < 1, i.e. that C increases at a slower pace than u. The income

flexibility is identically equal to -1 in two particular cases: (i) 6(u) 7=. 1,

i.e. C and u are proportional, and (ii) C E 0. 2) In general, the departure of

w from -1 is determined by the elasticity of the C function: Iwi i 1 accor-

ding as C 	 1.

Inserting (A.12) and (A.13) in (A.17), we find that the income flexi-

bility function takes the following specific form:

(A.18) w u -a
u -a log u-b

Finally, let us refer briefly some asymptotic properties of the demand

elasticities. Since (A.12) and (A.13) imply lim C(u)/ u = 0 and lim C(u) = 0,
u-)oo

it follows from (A.1)-(A.3) that

lim w. = s.,

lim E. = lim E. =0
iu 	iv

u—ro

(i=1, ..., N).

Combining these with (A.4), (A.9)-(A.11), we obtain

lim E. = 1,

lim S.. = -1,
li

lim e.. = -1,
ii

lim e.. =0
ij1.0-00

for j*i, 

lim S.. = s. - 1,
Il 1

lim S.. = s.
1 3 	 .1

for j*i 	 (i,j=1, 	 N).   

2) In these cases, the model also implies unitary Engel elasticities for
all commodities, cf. eq.(A.4).
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Thus, the asymptotic properties of the price elasticities depend on the s

coefficients only. The asymptotic value of the income flexibility is, not

unexpectedly,

lim w = -1.
u÷..
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Appendix B

GENERAL RESTRICTIONS ON THE DISTURBANCES OF A COMPLETE SYSTEM OF CONSUMER
DEMAND FUNCTIONS. WEY DO WE TRANSFORM OUR DEMAND FUNCTIONS TO BUDGET
SHARES?1)

1. 	 In this appendix, we elaborate our arguments, briefly mentioned

in section 3.2, for working with demand functions expressed in terms of bud-

get shares. We shall, however, first state some general restrictions which

the probability distribution of the disturbances must satisfy to ensure

that the equation system is consistent with the adding-up and the homo-

geneity constraints of the static theory of consumer demand.

Consider the following general system of demand functions:

(B.1) x. 	 = f.(y 	 p 	 ... 	 p ) + c.
iht 1 ht' lt" Nt 

where xiht and p it denote the quantity demanded by household h and the price

respectively cfcommodityi iperiod t (i=1, 	 ...,H; t=1, ...,T),y ht

is total consumption expenditure of household h in period t, definitionally

equal to the sum of the values of the N commodities:

N
(B.2) v

- ht = E Pitxiht
i=1

h=1, ..., H,
t=1, 	 T,

and c iht is a stochastic disturbance.
2) 

The unspecified functions f l ,

fN , representing the deterministic part of the model, are assumed to be

compatible with utility maximizing behaviour. This implies, inter aha,

that the 'adding-up constraint'

N

(13.3) 	Pitfi(Yht'Plt ..... PNt ) = Yhti=1

and the 'homogeneity conditions'

1) This appendix is a revised version of BiOrn (1977, pp. 1-8). The symbols
used deviate in some respects from the general notation in this report.
2) The interpretation of the subscripts h and t used here deviates slightly
from their interpretation in chapters 3 and 4 of the main text. This should
not bring confusion.
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(B.4)i=1,...,N,
f i (Yht $P 1t''''' PNt ) 	 f i (kYht' kP lt''''' kPNt )

hold identically in v n and k.

2. 	 Equations (B.1)-(B.3) involve the following restrictions on the dis-

turbances:

( B.' ) 	= h=1,...,H,
t=1,...,T.

In the sequel, we shall consider the p's and the y's as non-stochastic

variables and assume that all disturbances have zero expectations:

(B.6) B( iht ) = 0 i=1,...,N,
h=l,.. .,H,
t=1 ,...,T,

and that all disturbances relating to different households are uncorrelated:

(B.7) E(. T. 	 ) = o
iht jks i,j=1,...,N,

h,k=1,...,H;k#h,
t,s=1,...,T.

Aconsequence of our disturbance component specification (cf. section 3.2

above) is, however, that we allow for correlation between all disturbances

which relate to the same household, irrespective of the time period.

MultiplYill8 (B . 5 ) 11,3'-and taking expectations, we obtain the

following set of restrictions on the second order moments of the distur-

bances:

(B.8) Ep. ) = 0 j=1 ,...,N,
it jhs

h=l ..... H,
t,s=1,...,T.

From this we deduce

Proposition 1. The variances/covariances of the disturbances of the demand

functions expressed in quantity form, (B.1), cannot be inde-

pendent of the period number (i.e. we cannot impose
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E(Tihtjht)= Tij and E(e-ihtjhs ) = T 4 	all h, t, aids*t)

unless all prices change proportionally.
3)

3. 	 Multiplying through the demand system (B.1) by p it , we obtain the

corresponding system of 'expenditure functions'. Their disturbances,

(B.9) 	 E iht 	 P it E iht'
	 i=1,...,N,

t=1,...,T,

will, in view of (B.5), be subject to the restrictions

(B.10)zE. ht = 0i
h=l,. ..,H,
t=1 ,...,T.

From this we conclude that the following specification of the second

order moments is admissible:

* 	 *

T.
lj

for k=h,s=t

(B.11) E(c. 	 c. 	 )
lht jkS

= T.
1j

for k=h,s*t

provided that

o otherwise, i,j=1,...,N.

(B.12) IT.. = FT. 	 = 0, 	 j =1 ,...,N.

The corresponding second order moments of the quantity form of the model

read

T..
for k=h,s=t

(B.13) Ea. T.
ks )j

P itPit

lj for k=h,s*t

PitPjs

O otherwise, i,j=1,...,N.

3) The specification 
E(-c- ihjjhs ) = Tijts

, subject to the constraints

E.p. T..
1 lt ljtS = 0 for all j,h,t, and s, is, however, admissible. I.e., the

second order moments of iht may be allowed to be independent of the

household number.
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Thus, we can state

Proposition 2. (i) The variances/covariances of the disturbances of the

demand functions expressed in expenditure (value) form

can be specified to take the same values for an house-
holds in an the periods of observation.

(ii) The model's adding-up constraint implies that the

covariance matrices (T..) and (i i.) are both singu-

lar; i.e. an assumption that all disturbances in diffe-

rent equations are uncorrelated would not be admis-

sible. 4)

4. The homogeneity conditions (B.4) restrict the admissible set of

demand functions. It seems reasonable to place similar restrictions on

the random components of demand, i.e. to require that a proportional change

of all prices and total expenditure leave the distribution of the disturbances

of the demand functions expressed in quantity form - or at least its second

order moments - unaffected. Would this requirement be compatible with the

expenditure version of the model, (B.11)-(B.12)? Obviously, the answer is

no. If all the T'S are constants, multiplication of all prices and total

expenditure by a factor k would reduce the disturbance variances/covariances

of the quantity version of the model, (B.1), by a factor of 1/k2 , as is easily

seen from (B.13). The specification (B.11)-(B.12) thus imposes a rather im-

plausible kind of heteroscedasiticity on the model.

5. This motivates considering the following, more general, problem:

Assume that we multiply through eq. (B.1) by a non-stochastic weight b iht ,

its value depending on the commodity group as well as on the household and

the period of observation. Which restrictions should be imposed on these

weights to ensure that both the adding-up conditions and the homogeneity

conditions are satisfied?

The transformed disturbances are

(B.14)
eiht 	 b. 	 c.

with second order moments equal to

i=l ..... N,
h=l,. ..,H,

4) Confer also Pollak and Wales (1969, p.615). 
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b. 	 b. 	 E(. 	 T. 	 )iht jht 	 jht
(B.15) E(E. 	 E. 	 ) 	 = 	 -

jks 	 b 	 b. 	 E(E. 	 E. 	 )
iht jhs 	 iht jhs

0

for k=h,s=t,

for k=h,s+t,

otherwise, i,j=1,...,N.

Combining (B.15) and (B.8), we find that the adding-up constraint of the model

implies the following restrictions:

(B.16) 7 	E(cihtcjhs)	 = 	
0

i iht

j =1 ,...,N,

t,s=1,...,T.

We now restrict the second order moments of the E. 'S to take the sameiht

value for all the households in all the periods, i.e.

a ij
	 for k=h,s=t,

(B.17)
E(E iht e jks ) 	=
	 for k=h,s+t,

0 otherwise, i,j=1,...,N.

For (B.16) to be satisfied identically in the p it 's when the,latter conditions are

imposed, the weights must be of the form

(B.18) biht
Pit 
c.d
1 ht

i=1,. ..,N,
h=l .....H,
t=1,...,T,

wherec.and dht 
are constants, the c.'s being subject to the restrictions

(B.19) Ec.a.. = Ec.c0=1 . = 0 	 j=1,...,N.
i 113 	i	13

The 
dht's' 

however, can be chosen freely.
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Adopting this specification, the disturbance variances/covariances

in the untransformed quantity version of the model, (B.1), can be written

in the following way:

c.c.d
2

j ht u. 	 for k=h,s=t
PitPjt

 1]

c.c.d d
j ht hs p

a..
it 	

for k=h,s*t
PPjs

0 	 otherwise, i,j=1,...,N.

(B.20) 	 E('. 	 ) 	 =
iht jks

What about the homogeneity conditions in this case? From (8.20)

we see that it is perfectly possible to satisfy the requirement that all

second order moments of the quantity disturbances  be unaffected when

all prices and total expenditure change proportionally - even if o ij and

o ij are constants. We only have to let dht be a function homogeneous of

the first degree in prices and total expenditure. More generally, since

the d's are free parameters in our problem, they are "tools" by which we

can impose the pattern of heteroscedasticity that we would like our -e iht 's

to possess. The only claim is that their values are common to all the N

commodity groups.

Summing up, we have:

Proposition 3. (i) If we multiply through the demand functions expressed

in quantity form by the weight biht, while constraining

the transformed disturbances to have identical second

order moments (a.., a l-!.) for all households in allsj
periods, then the weighting system must be of the form

hiht = Pit/(cidht) for all i, h, and t, 
where E.c.a.. =s s sj

for all j. This implies that both (a j) ands s sa 	 s

(au .) are singular matrices, with ranks at most equalij
to N-1.
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(ii) If we impose the additional constraint of linear homo-

geneity, i.e. that a proportional change of all prices

and total expenditure leave the second order moments of

the quantity disturbances Tiht unaffected, then dht must

be homogeneous of degree one in v ''''PNt' and yht . I.e.,

the weights must be of the form biht

PNt Yht )1 for all i, h, and t, where X(.) is a linear

homogeneous function.

6. 	 It is often asserted that the scope for variation in consumption

habits is larger for rich households than for poorer ones. This would

suggest that the disturbance variances/covariances in the quantity version

of the demand functions (E(
'ihjjhs)) are 

increasing functions of the

income, or expenditure level. Let us take a closer look a this hypothesis

in the light of Proposition 3.

One version of the heteroscedasticity hypothesis might be that the

standard deviation of E iht is proportional to total expenditure yht . An-

other version might be that the standard deviation of e- iht is proportional

to expected consumption E(x iht ) = for all i, h, and t.

This corresponds to fixing the weights b iht equal to 1/
ht 

and 1/E(xiht ),

respectively, while restricting the resulting disturbances e• ht to be

homoscedastic. Would this be compatible with the basicassumptions of our

model? Generally, the answer is no in both cases, as is easily seen from

(B.18). For b iht to be equal to l/yht , we should have pit/ci = dht /Yht .
This equality would hold for all i, h, and t only if all prices change pro-

portionally. On the other hand, the restriction b iht = 1/E(xiht ) would

imply p i f.() = c idht . Combining this with the adding-up constraint (B.3),

we find f i (.)=
	 i.e. a disturbance specification of that(c i /Zkck )Yht /P it ;

form would be admissible for demand functions giving constant budget shares

only.

The transformation applied in the present study is bi, = v unt
This implies that we work with the following set of 'income normalized

expenditure functions', or 'budget share functions':

p. x. 	
iPit iht 	t (B.21)

y
ht 	

iht 	 y
ht f

i (Yht' P lt'— 'Nt ) 	ciht'

i=l,.. .,N,
h=1,...,H,
t=1 ,...,T,
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where E ih
t
 = D'it7ihtlYht 

is homoscedastic. This specification satisfies

both the adding-up and the homogeneity constraints, since it is the special

case of eq. (B.18) where c i = 1 for all i and dht = yht for 
all h and t - the

latter being obviously linear homogeneous in prices and total expenditure.

Moreover, it pays regard to the idea of heteroscedasticity since the stan-

dard deviation of Eiht will be proportional to yht when E iht is homoscedastic.

The budget shares transformation is in fact the simplest transformation

which satisfies these three restrictions simultaneously.
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AppendixC

MAXIMUM LIKELIHOOD ESTIMATION IN GENERALIZED NON-LINEAR REGRESSION MODELS
1)

C.1. Introduction

In chapter IV we propose an iterative procedure for maximizing the

likelihood function with respect to the vector of structural parameters a

and the unknown coefficients of the variance-covariance matrix Q. The condi-

tions for such a procedure to be convergent is discussed in Oberhofer and

Kmenta (1974). They consider, in particular, its application to genera-

lized linear regression models, and the purpose of this appendix is to

modify their assumptions in order to make the results applicable for our

non-linear model as well. In doing this, we shall follow the exposition

in the Oberhofer-Kmenta article rather closely.

We start by quoting a fundamental lemma from Oberhofer and Kmenta

(1974) (section C.2). In section C.3 we demonstrate its applicability to

the generalized non- linear regression model. Finally, in section C.4 we

discuss the relevance of the results to the estimation of the error com-

ponent model in chapter IV.

C.2. The fundamental lemma
2)

Let f(a) be a function which is to be maximized with respect to a,

and a E U. Further, let a be partitioned as a=(a 1 ,a2 ) with a l E U l and

a2 E U 2 , (U=U1 xU2). The number of components in a and a 2 is taken to be
1

n and m, respectively, i.e., U — Rn and U2 E
 Rm. It is assumed that f(a)

1 
has the following properties:

(i) There exists a s such that the set

S = (ala E U lxU 2 , f(a)>sl is non-empty and bounded;

(ii) f(a) is continuous in S; and

(iii) the parameter space U is closed, or U 2 is closed and U 1 = R.

1) The symbols used in this appendix deviate in some respects from the
general notation in this report.
2) See Oberhofer and Kmenta (1974, p. 579). This lemma is also given in
Sargan (1964).
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From these assumptions it follows that S is compact. Now we

define the following iteration procedure:

(i) Let a( 0) be a vector of initial values of a such that there
1 	 1

exists an a2 E U 2 for which f(a( 0), a2 ) > s.
1

(ii) We maximize f(a (°) , a ) in U . Because of the compactness pro-
1 	 2 	 2

perty, the maximum will be reached at a2 = a?) E U2 .

(iii) We suppose inductively that we have obtained (a (i) a (J-1)
2
	) for

1 
all 1 < j < k._ 	 _

Now we maximize f(a (k) a
2
 ) in U

2 . The maximum will be reached1 

at a2 = ak):

(k)
Then we maximize f(a , a 	 ) in U . The maximum will be attained

1 	 2 	 1

at a
1
 = a( 1 +1)
 1

In this way, the iterative procedure is unequivocally defined.

Lemma: (i) The sequence {a (k) } has at least one accumulation point

a* in S. (ii) If a and a+ are two accumulation points of the sequence,
* 	 *

then f(a )= f(a). (iii) For every accumulation point a = (al' a2 )

max f(al' a2) = max f (al' a2) = f(a ).a1EU1 	 a2EU2

This lemma is given a proof in Oberhofer and Kmenta (1974), which is

left out here.

C.3. Maximum likelihood estimation of the generalized non-linear regression
model

Consider the model

(C.1) 	 y = F(X,d) + u,

where y is the T x 1 vector of dependent variables, X is a T x K1 matrix of

values of exogenous variables, d is a K2 x 1 vector of structural para-

meters in the vector-valued function F, anduisaTx1disturbance vector.

We make the following assumptions:
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Assumption 1: u is normally distributed.

Assumption 2: E(u) = O.

Assumption 3: E(uu') = SZ, 1 SZ 1 	 O.

Assumption 4: X is a fixed non-stochastic matrix.

Assumption 5: The parameters in S are independent of those in Q.

Except for the irrelevant constant, the logaritmic likelihood func-

tion of y is then

(C.2) 	 L(S,w) = I 
log

-1
1(Y-F(X,Ø)) 	 (Y-F(X,W,

where w represents a vector containing all the parameters in R. The ele-

ments of S and w are in general restricted a priori: 0 E V 1 and w E V2 .

In most cases, S and w can be expressed as functions of free parameters

and y: 13 = 13( ) and w = w(y). Our problem is to determine those values

of S and w which maximize L(S,w). When we maximize L(S,w) with respect to

w, while considering S as given, we obtain the solution W(S). Conversely,

when maximizing L(S,w) with respect to 13, with w considered as given, we

obtain kw). We assume that W(S) and ri(w) exist and are uniquely deter-
mined.

In order to develop an iterative procedure for finding the maxi-

mum of L(S,w), whose convergence can be demonstrated by reference to the

general lemma above, we need the following three definitions:

(C.3) U 2 = (co IQ! > A > 0, w'w <M, Q non-negative definite} n V2 ,

where A and M are some arbitrarily chosen positive numbers.

K2
(C.4) U

1
 = R	 n v

1'

and

(C.5) 	 S = 	 j S E U 	 w E 
2' L(S,(0) > sl,

where s is arbitrary.

The iterative zig-zag procedure consists in maximizing L(S,w)

with respect to (3 E U 1 for given w, and with respect to w E U 2 for given S.

We intend, however, to determine k(3) by maximization of L03,0 with respect

to w in V
2 instead of confining w to the subset U2 

(cf. (C.3)), as the lemma
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presumes. If we denote the maximizing value of w in U 2 by Z(S), we then

have to provide a guarantee that Z(Ø) = tô(6) for all admissible values of s.

For this purpose we introduce

Assumption 6: If for a given BA E U1 and a given wA E U2 , we have L(13A ,wA) > s,

then 
(6A)

 E 11 2
.

In this case it follows that

A — A 	 A 	 A ^ A
L(B ,w(S )) = max L(6 ,w) = max L(B

A,w) = L(S ,w(B )).

	

w E U
2 	

w E V
2

That means that w(B ) = w(S ).

Since S represents the space in which we search for the maximum of

L(B,w) we have to satisfy ourselves that at least one neighbourhood of the

true 13 and w belongs to S. But this is guaranteed, because of our assump-

tions about Q, whenever we choose X and s sufficiently small and M suf-

ficiently large. The class of admissible matrices Q has the additional

property that there exist 11 > 1 2 > 0 such that all eigenvalues of every

Q with w E U 2 lie in the interval [1 2 ,1 1 ], that is,

(C.6) 	 k > X(P) > k
2 > 0,-

where X(Q) stands for any eigenvalue of Q. The inequality (C.6) can be

demonstrated as follows. The eigenvalues of Q are always positive. The

largest eigenvalue cannot be arbitrarily large because the trace of Q

(which is equal to the sum of all its eigenvalues) is restricted by the

condition that w'w < M. Furthermore , the smallest eigenvalue cannot be

arbitrarily small, because, by assumption, IQ > X > 0 and IQ is equal to
the product of the eigenvalues of Q. Moreover, we know that the function

to be maximized, L(S,w), is continuous and that U 2 is closed. The only

thing that remains to be shown to invoke the general lemma for solving our

problem is that S is bounded. For this purpose we introduce our last

assumption:
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Assumption 7:

The set

(C.7) 	 A = (8 8 E V i , F(X,)'Q -1F(X,Ø) < G1

is bounded for any positive constant G.

We can now demonstrate that S, as defined in (C.5), is bounded. Let us

assume the converse, i.e. let there be a sequence

in S such that

(c .8)	 l im [( 13 ( v)) i o(v ) ) 	 ( . ")' ( w ") ] =

Since w (v) E U
2' 

which, by assumption, is closed, it follows from (C.8) that

(v)(C.9) lim [( (v)8 	 )' (Ø 	 )1 =
v+00

Since 	 E V
1 ,
 then 8 (v) cannot belong to the bounded set A, in view of

assumption 7. This implies

(C.10) lim [F(X 8
(y)

)1 Q
-1 F(X

1 8
(N ) )] = 00.1 

Therefore, since 1Q1 > X > 0, (C.2) and (C.10) lead to the conclusion that

(C.11) lim L(8 (v) ,w (v) ) = - w.

But equation (C.11) contradicts the fact that

( (v)\
E S.

vo(vy
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Consequently, S must be bounded.

We have now demonstrated that all premises for the general lemma in

section C.2 are fulfilled.

The iterative method proceeds as follows. We choose some starting

vector

(

Vo (0)

"(0)
For instance, S 	 can represent the ordinary non-linear least squares

^(0) 
estimate of B. and w 	 can be defined as w(B

(0)
 ). If we choose

s = L6 (°) , (70 (°) ), then it is guaranteed that for W (0) E U 2 we have

E S.

"(0) 	 " 	 ^ " 	 "(1)
From w 	 we construct 

B (1) =
	

(0)
B(w 	 ), which leads to w, and so on.

Because of Assumption 6 and the fact that, in the process of iteration,

L(B,w) will always increase from one step to the next, the parameters are

always confined to space S.

We are now in the position to formulate the equivalent of Theorem

1 of Oberhofer and Kmenta (1974) for the case of a non-linear model:

Theorem: (i) The sequence

(1 0 (v)\
w (v),1

has at least one accumulation point.
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is an accumulation point, then L(Ø,w ),taken as a function of 5, has its

absolute maximum in S at a=s. Correspondingly, aß ,w), considered as a

function of w, has its absolute maximum in S at w=w . If 5 E V1 is given

by a differentiable (vector) function 5(0 and w E V2 by a differentiable

function w(y), where and y are vectors of free parameters, then it follows

that

= 0 and 
Dy

= 0 ,DE 
Ø=13 * 	Ø=Ø*
w=w* 	 w=w*

providing only that

is not a corner solution.

(iii) In all accumulation points, Uß,w) takes on the same value.

The proof follows immediately from the lemma in section C.2.

The implication of Theorem is that the iterative procedure always

converges to a solution of the first-order maximizing conditions (which,

however, may or may not correspond to the absolute maximum of the likeli-

hood function).

C.4. Application to a system of non-linear demand functions with error 
components

It is straightforward to verify that our basic model, (4.1), are of

the form (C.1):

(C.12) w = F(Z,a) + c,

wherew denote the 2NM x 1 vector of budget shares stacked as described by

equations (3.9), (3.11) and (3.13), Z is the 2MN x K1 matrix of values of

the exogenous variables, a is the K2 x 1 vector of demand coefficients, F

is the vector-valued function representing the demand functions written in

terms of budget shares, and c is the 2MN x 1 disturbance vector defined by

(3.13). The assumptions made in sections 3.2 and 4.1 of the main text

imply that Assumptions 1 through 5 above are satisfied.



	2M	 2v
M' ^ !M 	 ^ * M M

	

= (7 	 a..) 	R	 > II 0:: X 1 > X
i-1 iiI - i-1 11

(C.18) C >
2MN
0 	 •
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The logarithmic likelihood function, given by equation (C.2), is of

course equivalent to -g where g is defined as in equation (4.5). The maxi-

mum likelihood estimates of a and Q are given as the solution to the non-

linear generalized least squares problem

(C.13) Max {- 	 ,
aENT

2

which we assume has a unique solution, and

(C.14) Q(a) = TM@ z v (u) 0' 2 + IN ® E p(a) C)E 2 ,

where E (a) and E (a)are given by equations (4.11) and (4.12).

The concentrated log-likelihood function is

(C.15) L(a,W(a)) = - 22- log I Q (a) - constant.

From the premise of Assumption 6 (i.e. L(a,w(a)) > s for all a), it follows

that Q(a) < C where C is some arbitrarily chosen positive number. To satisfy

Assumption 6 we need 3)

(C.16) mf a.. > 	 > 011 - 0

and

(C.17)   > X > 0 for all a,- 1   

	where a ij is the typical element of Q* (recall that Q 	 11,1 02 4 ), R is a

^* 	 * 	 *
2N x 2N matrix with a typical element o ij = u ij / V a ii u jj , and 2, and0 

2, 1 are some arbitrarily chosen positive numbers. We then have

3) Confer Application 3 in Oberhofer and Kmenta (1974).
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Hence,

2N
(C.19) 	 C/X',.' > H 	 o.. 14 ,

- i=1 11

and

1 	 xM x 2MN .
- 1 0

Eq. (C.19) implies that all o ii and therefore all cr ij are bounded. Taking

into account (C.19) and (C.20), we have shown that Assumption 6 is satisfied,

since t-o(a) - max L(a,w) E U 2 . However, we have not been able to demonstrate
wEV 2

rigorously that Assumption 7 is necessarily satisfied.

Assumption 7 is a way of stating that F(Z,a) increases indefinitely

with a for all admissible a. In general, this is a relatively restrictive

assumption, but for the current case it is not implausible. Indeed, if we

define V1 to be the set of economically pZausible values of a
4) 

V 1 is

itself a bounded set. In this case, assumption 7 holds true, but it is abun-

dant in the proof of the theorem in section C.3, since it now follows imme-

diately that S in (C.5) is a bounded set. 5)

4) That is: 0 < s i < 1 (Vi), 0 < t i < 1 (Vi), u > C(u) >0, and ß finite.

5) Assumption 7 is closely related to one of four sufficient conditions for
(C.13) to yield consistent estimates of a, as stated by Malinvaud (1970).
Malinvaud assumes that the equivalent of assumption 7 holds uniformly in M,

0 	 0 
iat least for all M > M, where M	 s some positive number.

(C.20)
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Appendix D

THE FIRST ORDER CONDITIONS FOR MAXIMIZATION OF THE LOG-LIKELIHOOD FUNCTION

WITH RESPECT TO E AND E
v
1)

In this appendix, we prove that the conditional estimators of the

covariance matrices E and E v used in sections 
4.2 and 4.3 for solving

subproblem (ii) of the iterative algorithm, are in accordance with the

first order conditions for EMI estimation.

The log-likelihood function for our problem is

(D.1) i = - 2MN-r log(27) -

where

(D.2) g = M log 	
h=l 912* Eh .

Here N is the number of commodity groups minus one, M is the number of

households, each of which is observed twice, E h is the 2N x 1 vector of

disturbances from household h, and

(D.3) Q, = E(ch e.:1) = E v 0I 2 + 	 0E2

E
2

= I v ® (1 2 - 	 +
E 2

(2E p + E v) 0-2-- •

E 2 E2
By utilizing the fact that the matrices (1 2 - r) and r are idempotent

and orthogonal, we directly find that E-2 4, has the following inverse:

-1 	 -1 	
E 2

(D.4) = Z ® (1 	 - --) 	 (21 	 +

	

2 	 2 	 p

(cf. 	 also Baltagi 	 (1980, 	 p. 	 1548)).

-1
E 	 )v

E2
0 —2

It is convenient to arrange the disturbances from household h in the

following 2 x N matrix:

1) The preparation of this appendix has benefited greatly from Balestra (1975,
section 6.2). Confer also Chamberlain and Griliches (1975, appendix). A
generalization is discussed in Big5rn (1981b, section 4.2).
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(D.5) E h = 
/Elm_ 	 EN11;\

E21 	
 EN112,/

so that Eh can be written as

(D.6) Eh = vec(Eh),

(h=l ..... M),

where 'vec' is the vectorization operator. (A formal definition is given

in eq. (F.9) in appendix F below.)

In order to obtain the first order conditions for maximizing Z - or

equivalently, minimizing g - with respect to E y and E ll , we need expressions

for the first derivatives of 100-41 and of the quadratic form

	M 	'-1(D.7) 	 Q = E 	 E S-2, Eh.h=1 h 	 h

By making use of the formulae for matrix derivatives given in part III of

appendix F, this is a fairly straightforward algebraic exercise.

From (D.3) and (F.17) it follows that

alog S-2*

	DE	 - [I
N
O(vecI

2
) [52

-
*
1 
0 I

2
] [I

N
0(vec 2 )1,

	I - [IN® (vecI 2 ) ][52-1 0 E 2 ] 	 (vecI2) 3.

By inserting (D.4), while noting that

(vecI 2 ) (1 2	1 2 )(vecI 2 ) = 2,

(vecI 2 ) ' (E 2 e12 )(vecI 2 ) = (vecI 2 ) (I 2 0 E2 ) (vecI 2 ) = 2,

(vecI 2 ) (E2 0 E 2 ) (vecI 2 ) = 4,

these expressions can be simplified to

alog

at
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(D.8)   - E
-1 + (2E + E )

1
3Ev 	1-1	 v

Dlog Q * I
(D.9)- 2(2E + E ) -1 .3E 	 v

We then turn to the quadratic form Q. From (D.4) and (D.6) it

follows that the part of Q which relates to household h can be written as

E,
a:IQ: 1 th = (vec%){E v-1 CI (1 2 - -2±-) )(vecéh )

E 2
+ (vecéh ) T ( (2E p + E v ) - ' 0-2--)(vecEh).

Since both terms on the right hand side of this equation have the same form

as the right hand side of eq. (F.15), it can be reformulated as

,
(D.10) c

h
Q
* 

e
h 

= trIL"
h
(1

2- E
2 	 -1 	

E2
E
v 	 + tr[Eh 7- h

(2E 1.1 + E v )
-1

 ],

'tr denoting the trace operation. Inserting (D.10) in (D.7), while re-

calling (F.13), we obtain

(D.11) Q = tr[(C-E)E] + tr[C(2E + E ) -1 ],
v

where C and C are N x N matrices defined as

M
(D.12) C = E thEh ,

M
(D.13) C = 	 E "L il EA.

h=1

From (D.11), while utilizing (F.18) and the fact that all matrices involved

are symmetric, we directly find the following expressions for the derivatives

of Q:

(D.14) = - E 	 (C-C )E 	- (2E +E ) 	 C(2E + E )
E v 	 v 	 v 	p	 v	 1-1	 v

BlogIQ * I

h=1
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(D.15) = -2(2E + E) -1Z(2E + E
BE 

v 	 v 	 v 	 v)-1.
P

By combining (D.2), (D.7) - (D.9), (D.14), and (D.15), we can now

state the first order conditions for maximization of Z with respect to Ev

and E as follows:
1.1

Dg 	
DloglQ*1 	 an

(D.16) - M 	  +
DE

v 	
DE 	 DE

^-1 	 ^ 	 ^ 	 "
= M[E 	 + (2E + E ) -1 ] - E

-I (C-C )E
v 	 vP 	 v

- (2E + E ) 1 (2E + E )
-1 = 0,

P 	u	 P

Dg 	
Dlogl

2 *1 (D.17) - M
DE 	 DEDE

1-1 	P

-1
= 2M(2E

1.1 
+

v
) 	 - 2(2E + E ) C(2E + E) ' = 0,

1-1 	v	 P 	 v

the 'hats' denoting the maximizing values. From (D.17) we directly

obtain

- C
(D.18) 2E + E =

1.1 	 v 	 M

By inserting this into ( ).16), we get

- -1 	 ^-1
ME
v 

- E
v 

(C - C)E
v 

= O.

Hence, the FIN", estimator of E v becomes

(D.19) E
v

Inserting this into (D.18) and solving for iv , we get the FIN", estimator

^
^ C

(D.20) E 
- 2C -

2M
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The corresponding estimator of the 'total' covariance matrix E is

(D.21) E = E +	 = C
v	 2M •

It is illuminating to write these expressions out in scalar notation.

Elements (i,j) of C and C are, respectively,

C.. =	 E (E. 	 E. 	 + c.	 c.	 )1111 jhl	 2112 jh2 'h=1

-

c.. =	 7
h=1	

1
(E.

111 
+ E.

1112jhl
)(E 	 + E

jh2
. 	)	 (i,j=1,...,N),

i.e.

	c ij	 cij 2 

h=1	 1
(6 'h2	 e ih1 )(c jh2	 Ejhl ) '

- c.. = 
h1
	I-

	lj 	 ij	
=	

ihl jh2	 E ih2 6jhl ).

Thus, (D.19) - (D.21) are equivalent to

	

"v	 1 ^ 	 ^ 	 -(D.22) a
j

.	 =	 E	 (E. 	 - E.
ihl 

)(E.
jh2 

- C.
jhl

 ),

	i 	 2M	 ih2 
h=1

M1
(D.23) a. = — E (E. 	 E. 	 + E. 	 E. 	 ),

	ij 	 2M	 ihl jh2	 ih2 jhl
h=1

(D.24)	 a.. = ;1-1;').N) 	 1	 M	^	 „
ij =
	

E (c.	 6.
h=l 1111 jhl	 ih2cjh2)

(i,j=1,...,N).

This completes our proof.
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Appendix E

LIKELIHOOD RATIO TESTS OF SIGNIFICANCE OF THE INDIVIDUAL DISTURBANCE COM-

PONENTS

E.1. General properties

The Likelihood Ratio testing principle is well-known from the

literature, see e.g. Kendall and Stuart (1973) or Madansky (1976, pp. 208-

209 and 212-214). In this appendix, we shall sketch the test in general

terms and derive the statistics for testing hypotheses on the second order

moments of the individual disturbance components used in sections 6.1 and

7.5.

The log-likelihood function of our model can in general be written

(see (4.2), (4.5),and (3.12))

(E.1) log A = constant - 	 g,

where

	, 	 -1
(E.2) g = M loglQ * 1 + E E h ç/* Eh ,

h=1

(E.3) Q * = E v 0 1 2 	E
p 

OE 2 .

Consider two hypotheses, H 1 and Ho , where the more restrictive hypothesis Ho

is formed by imposing r restrictions on the parameters under the specification

H1 . Let Q* and Q * be the values of the covariance matrix 52 * , and Eh and Eh
thete values of the disturbance vector Eh calculated from FIRL estimates

of the parameters under the hypotheses Ho and H 1 , respectively. The

maximal value of log A under Ho is thus

(E.4) 100,110 = constant - 1 gH0 ,

where

H-I 	 M 	 -1`-
(E ' 5) 	g110 = M log 	+ E sh 'Q* sh ,

h=1
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and the maximal value of log A under 111 is

(E.6) logA111 = constant - 	 g111'

where

(E.7) gHl = M 
log

Obviously, 
log AHO = 

log AH/ and gH0 = 
gH1'

In general terms, the Likelihood Ratio test principle is based

on the fact that minus 2 times the (natural) logarithm of the likeli-

hood ratio, defined as X = AHO IAH1' i.e.

- 2 log X = - 2[1og A 110 - log AH1 ]

is approximately distributed as X 2 (r) under the null hypothesis 110 • From

(E.4)-(E.7), while utilizing the fact that

h=1 	
* 	

-1-
E 	 E' Q 	 E = E Eh S1 4, h = 2/111 ,

h 	 h h=1

which is an inherent property of the FIMI method (see e.g. Madansky (1976,p.

96, Theorem 19)), it follows that the Likelihood Ratio test statistic can

be written as

M 	 -1
Q* 1 + E Eh 1 Q* 	Eh.

I 	 h=1

(E.8) - 2 log X = g- gHl =
 fl{ log

-HO - 
log !Q* 11.

E.2. Testing for individual disturbance components in the multi-equation

case

In this case, our problem is to test

H : 	 E 	 = ( 3 1-.1 .) = 0
0 	 p 	 ij
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against

H l : E p = 	 * 0.

Let E and E denote the FIML estimate of E under H and H respectively,	v	 v 	 y 	 0 	 l'
and let E be the FIMI estimate of E under H1' Then,P

-2; = 1..v 0 1 2'

0* = E x)

Inserting these expressions in (E.8), the test statistic becomes

(E.9) - 2 log X = ifflog Fu® I I - log 
E v 0 i 2 	 p(E)E2\1'

Since E is symmetric, the number of restrictions in Ho is r =
1-1

N(N+1)/2, where N is the number of commodity groups minus one.

E.3. Testing for individual disturbance components in the single equa-

tion case

When the number of commodities N - 1, we have

(E.10) 0* = a
2

P

2 2
where a

2 
= 	 ic

2 
+ a

2 
is the total disturbance variance, and p = a /a 	 sv

the part of this total which is due to individual variations. (See sec-

tion 4.5.) In this case, our problem is equivalent to testing

H
o
: p = 0

against

H1 : p > 0,
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recalling that p is non-negative. 1) Letting .-O7  and ; 2 be the FIMI esti-

mate of o
2 
under Ho and H1 , respectively, and p the estimate of p under H1 ,

it follows from (E.8) and (E.10) that

"2	 ^
(E.11) - 2 log X = 214(log 	 - log a - log (1-p

2 )).

Since r = 1 in this case, this statistic will be approximately distri-

buted as x
2
(1).

1) Note, however, the possible generalization discussed in section 3.2,
in particular eq. (3.6').
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Appendix F

SOME USEFUL PROPERTIES OF KRONECKER PRODUCTS, 'VEC' OPERATIONS, AND

MATRIX DERIVATIVES
1)

In this appendix, we have collected and refer, mostly without proofs,

some properties of Kronecker product and vectorization operations, and some

results on matrix derivatives which we have found useful in discussing the

econometric formulation of the model and its estimation procedure in chapters

III and IV of the main text.

Let A = (a..) and B = (b..) be matrices of dimension M x m and N x n,
ij

respectively. The Kronecker product of A and B is, by definition, the

MN x mn matrix  

a `lm

aNm)

(F.1) 	 AC) B =   

where® is the Kronecker product operator. If C and D are conformable ma-

trices, the following rules for matrix operations are valid: 2)

Multiplication- and addition.

(F.2) (A + C) @ B = AO B + COB,

(F.3) (A® B)(C OD) = (AC)() (B0),

(F.4) AO (B 	 C) = (A® B)	 C.

Transposition.

(F.5) (AC)B)r = A'® B'.

Inversion. If A and B are non-singular (n=M,n=N), then

(F.6) 	(AB) 	= A-1 0 B-1 .

1) The symbols used in this appendix deviate from the general notation in
the main text.
2) Proofs of (F.2)-(F.8) can be found in several textbooks in econometrics,
e.g. Theil (1971, pp. 303-306).
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Rank.

(F.7) 	 rank(AO B) = rank(A) • rank(B).

Determinant value. If A and B are quadratic, i.e. m=11 and n=N, then

'NI Im(F.8) AO B A 	 113 	 .

II

Let X be the M x N matrix

x
1N

'N

X =

and define

= the r'th column of X 	 (r=1,...,N),

= the i'th column of X'

(i.e., Xi = the i'th row of X) 	(i=l,. ..,M).

The vector,ization operator 'ver' is the operator which stacks all columns

of a matrix along one vector, i.e. by definition we have

(F.9) 	 vec(X) = = X.
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(F.10) vec(V)
-

= X.

Provided that A and B are quadratic matrices of dimension M x M and N x N,

respectively, we can now state the following important result on quadratic

forms:

_NNMM
(F.11) Q = 	 (B e A)x = T, , (Ae B)x	 EEEE X. a .b x. .

rs isr=1 s=1 i=1 j=1 ir

Proof of (F.11):

From the definitions of A, B, and x, we have

00	 = (xi 	
(I. 

b liA .... b iNA 	 /( x0, \
N 	 N 	 1

. 	 = E 	 EbxAx .• . 	 rS r S• . 	 r=1 s=1
b
N1
A .... b

NN
A 	\ xN j

Expanding the bilinear form x;Ax s , we get

* * )
M M

x'Ax = E 	 E x. a..x.
r s 	

1.=1 j=1
ir lj JS

(r,s=1,...,N).

In a similar way, we find

M M
(å) 	 X`(A0B)x- = E 	 E a..XiBT‹.,

j=1 i-1 	 J

and

N N
(AA) 	 X!BX. = E 	 E x. b x.

r=1 s=1 Ir TS JS
(i,j-1,...,M).

Eq. (F.11) now follows by inserting (**) in (*) and inserting (AA) in (A).

Q.E.D.
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This equation may be readily generalized to bilinear forms.

Let us consider four important applications of (F.11).

i) 	 B = I
N' 

i.e. b
rr 

= 1
'
b
rs 

= 0 for s * r:

1 	 N M M
x (I

N C)A)x =EEEx. a..x. .r=, 1=1 j=, ir ij Jr

ii) 	 A = IN, i.e. a.. = 4aij = 0 for j *

M N N
x i (BC) IN)x =EEEx.bx. .

i=1 r=1 s=1 IT 
TS IS

iii) B = IN , A = EN; i.e. brr = 1, brs = 0 for s * r; a.. = 1 for all

i and j:

N M M 	 N M1
x (I

N
C) EM)x =E 	 E 	 Ex. x. 

=E(Ex)
2

.
jr Jr 	 jrI

r=1 i=1 j=1 	 r=1 i=1

iv) A = I ' 
B = E • i e. a.. = 1 a.. = 0 for j * i; b 	 = 1 for all r

M N' 	 ' ij 	 TS

and s:

M N N 	 M N
x' (E,,(:) Im)x= E 	 E 	 x. x. = E ( E x. )

2
.IM )x

	 r=1 s=1 jr 	i=1 r=1 ir

III

The trace ofaMxMmatrixAis defined as the sum of the elements

along its main diagonal: 3)

M
(F.12) trA = trA = E a.. = (vecIN) (vecA).

i=1 ii

3) Regarding the last equality, see Balestra (1975, eq. (2.2.21)).
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It is easy to prove that
4)

(F.13) tr(A+C) = trA + trC,

(F.14) tr(AC) = tr(CA).

One may also show that if A, B, C, and D are matrices such that the product

ABCD is a quadratic matrix, then5)

1
(F.15) tr(ABCD) = (vecA ) (D (DB)(vecC).

Let X be a scalar which is a function of the elements of the M x m

matrix A = (a..). The first derivative of X with respect to A, WaA, is,

by definition, the Mx m matrix with element (i,j) equal to BX/M ij :

(F.16)
SA 

	
PBa

X 1DA 	 L..)13

In Balestra (1975), proofs are given for the following two results on

matrix derivatives, which are very useful when dealing with Maximum

Likelihood estimation problems:

(i) Let B be a quadratic and positive definite matrix of the form

B = AC)C + P, where

dim (A) = M x M,

dim (C) = S x S,

dim (P) = MS x MS.

Then»

B lod BI 	I(F.17) 	
BA 	

- [Im C)vecI s ] [B (3) C] 	 vecTs]

(where B = AC) C + P).

(ii) Let B and C be quadratic matrices of the same dimension. If B is

non-singular, then7)

4) See e.g. Theil (1971, p. 15)
5) Cf. Balestra (1975, eq. (2.2.24)).
6) Balestra (1975, eq. (5.3.18)).
7) Balestra (1975, eq. (5.2.19)).
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tr(CB-1) (F.18) 	 - -(B ) C (B ) .
DB

Finally, let p be a scalar function of the elements of the M x 1

vector a = (a l ....am) . According to (F.16), the first derivative of p

with respect to a is the M x 1 vector with i'th element equal to 41/Da i .

The second derivative of p with respect to a, often denoted as the Hessian

of p, is defined as the M x M matrix with element (i,j) equal to D 2u/Da.Da.:

9
2
p
	,2

•(F.19) 	 - 	  .
3akt'	 Da.;a.

1
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Appendix G

ON THE STANDARD ERRORS OF THE MAXIMUM LIKELIHOOD ESTIMATES
1)

1. In this appendix, we present and discuss the formulae applied for cal-

culating the standard errors of the FINL estimates in the simultaneous

demand model in chapter VI. We first show that these formulae, under

certain conditions, correspond to the Cramer-Rao bound on the variance-

covariance matrix. Second, we demonstrate that they can alternatively

be interpreted as the result of a non-linear least squares estimation,

after having transformed the model into the least squares regression for-

mat. Finally, we consider two alternative numerical approximations to

the Hessian matrix of the quadratic form in the log-likelihood function,

which is a crucial element in the standard error formulae.

2. Consider a general expression for the likelihood function

(G.1) A = A(w e),

where w is the vector of endogenous variables, the budget shares in our

case, and e denotes the vector of structural parameters. The minimum

variance bound on a set of estimators for 0, known as the Cramer-Rao

bound (CRB), is given by

r 	A. -1(G.2) CRB(6)- [-d
2
log 

''aelaco 	 )

see e.g. Kendall and Stuart (1973, chapter 17). The matrix 2 21og A/DOW

is the Hessian of log A with respect to 0 (cf. eq. (F.19) in appendix F).

It is well-known 2) that the maximum likelihood estimators of the elements

of 0 are asymptotically normally distributed with mean equal to the

unknown value 00 and covariance matrix equal to the Cramer-Rao bound.

If the joint density function of w admits a set of minimal sufficient

statistics for 0 - which the joint normal distribution does - then the

maximum likelihood estimators are such minimal sufficient statistics.

A vector of statistics, T(w), is said to be sufficient if and only if

the likelihood function can be written in the following separable form

1) The symbols used in this appendix deviate in some respects from the
general notation in the main text.
2) Confer op.cit. or Goldfeld and Quandt (1972,p. 61)
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(G.3) 	 A(w 6) = g(T Oh(w).

The vector T(w) is a set of minimal sufficient statistics if it has the

smallest number of elements among all sets of sufficient statistics. 3)

Eq. (G.3) implies that the maximization of the likelihood function with

respect to 6 is equivalent to maximization of the density function

g of T.

3. In our particular problem, we have e = (a,w), where a is the vector

of structural coefficients in the demand system and w is the vector of

unknown elements in the disturbance variance-covariance matrix Q. Let

now (Ti (w), T 2 (w)) denote a set of jointly minimal sufficient statistics

for (a,w), and suppose that:

Assumption 1: The distribution of the statistics T 2 (w) does not depend
on the coefficient vector a.

Assumption 2: T2 (w) is a set of sufficient statistics for w when a is

known.

Then, the likelihood function of w can be factorized as follows:

(G.4) 	 A(wla,w) = g 1 (T 1 lT 2 ,a) g 2 (T2 1w) h(w)

and the conditional density function of T 1 with respect to T 2 , g l ,

is all we need to consider in making inferences on a. 4)

4. Subproblem (i) of the iterative procedure for maximizing our parti-

cular log-likelihood function (4.2) consists in maximizing -

conditionally on Q * -

(G.5) log A = constant - IQ

with respect to a, where

(G.6) Q = E ch 'Q * -i ch .
h=1

3) See Kendall and Stuart (1973, par. 23.1,?.
4) This is called the Conditionality Principle by Kendall and Stuart
(1973, par. 23.37).



259

(Cf. section 4.2.) The Hessian of log A - conditionally on 2* - can

thus be written as

(G.7)	
@

2
log A _ 	 1 f a

2
Q 

kt9a'	 2

where (3
2
Q/2act') is the Hessian of Q. If, however, Assumptions 1 and

2 hold true for the maximum likelihood estimators of a and Q* - correspond-

ing to, respectively, T 1 and T 2 above - then (G.7) is valid not only

conditionally, but also marginally (i.e., for the global maximum of log A).

Hence, we conclude, with reference to (G.4), that the Hessian of log A is

block diagonal:

D
2
log A

aaaa'
(G.8)	3

2
1og A _

aeae'

0

2 log A 
0

DcoBoir

We can now employ the result 	 that when the maximum likelihood estimator

is sufficient, then

(G.9) E ( B
2
log A,	 a

2
log A 

`HBO'	 j 	aeae'

for O equal to the estimated parameter values 6 = (a,w). From (0.2)

and ( 0.7) - (0.9) it then follows that the covariance matrix estimator

— -1

(G.10) coy (a) = -	
2 
log A 

-	
2

Q
2 	

cptaa.'

attains the Cramer-Rao bound. °

5. The formula actually used for calculating the estimated covariance

matrix of a in the present study is

2Q  [a 2Q I -1

where K is the number of unknown coefficients in the vector a. Since

5) See Goldfeld and Quandt (1972, p.63).
6) On the other hand, if the sufficiency assumptions 1 and 2 above are
not fulfilled for our particular model we may still consider (G.10) as an
estimator of the covariance matrix of a, but then it is an estimator which
is conditional on the estimated covariance matrix Q.

(G.11) coy (a) -
2MN-K	 ccBa'
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it is easy to show 7) that Q=2MN at the global maximum of the likelihood

function, (0.11) gives asymptotically the same result as (0.10). Our

application of (0.11) relies on the interpretation of the minimization of

the quadratic form Q with respect to a as a non-linear least squares

regression problem, that is, we interpret Q as an expression of the form

2MN
(G.12) Q(a) = t (R.(a)) 2 ,

j=1 3

where R.(a) has the same functional form in a for all j. Then (0.11)
J

provides unbiased estimates for the covariance matrix of a (conditionally

on Q* ), see Wolberg (1967, p.60). Our next task is therefore to show how

Q can be written in this sum of squares format.

6. Let us recapitulate the model in scalar notation:

(0.13)
t iht 	 wiht 	 f i (z iht“ib i ,Y)

i=l ..... ,N,
h=1 ......M,
t=1,2,

where the budget share demand equation for commodity i (h denoting, as

before, the household number and t the number of the report),

a log uht +b

	

\ 	f.(z.
'

	y) = s.+(t.v.	 —S.)
lht 1 , 	1	 1 iht 	 1

is defined in terms of the arguments: 8)

z iht = (viht'wht)' i.e. 
the explanatory variables in the demand

equation for commodity i,

= (s i ,t i ), i.e. the coefficients which are specific to
commodity i, and

y = (a,b,$), i.e. the coefficients which are common to all
commodity groups.

If R* = 1 2x , we immediately see that (0.6) is a sum of squares in
the t disturbances:

M 2 N
2

=EEE r.
'

h=1 t=1 i=1 iht

7) See e.g. Klein (1974, p.147).
8) Omitting, for simplicity, the background variables.

ht
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but this is not an expression of the form (G.12), since the expression

for E iht contains the commodity specific coefficients (p i . In our

disturbance components model, where 0 * is not an identity matrix, we

factorise 0*-1 into an expression of the form U'U (cf. eqs. (4.8) and

(4.14)), which transforms Q into a sum of squares:

M 2 N
2

(G.14) Q = 
E nh enh 	 E 	 E 	 E n iht'

h=1 	 h=1 t=1 1=1

where

	

(G.15) nh = U Eh
	 h=1,...,M,

or equivalently,

n 1h1
	

61h1

	

= U
	

h=l .....M,

riNh2
	

€Nh2

N 2
(G.16).

rilht
 =E 	I U.	 E.,

L1 T=1 ljT

i=l ..... N,

t=1,2,

where (U ill 2 	  ,UiN2) is the i'th row of U. But this sum of squares

expression is certainly not of the form (G.12). 9)

To circumvent this problem, we define

N 	 i=1,...,N,
(G.17)p. ht

 = j=1
E 	 d. 	 n. 	 h=1,...,M,

i 	 iht

where 6.. is the Kronecker delta. Obviously,
li

M 2 N 	 2

(G.18) Q-E 	E	 E P iht .
h=1 t=1 i=1

9) This is particularly easy to see in the case of a Cholesky factorisa-
tion of S-4-1 , when U is a triangular matrix.
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Now, combining (0.13), (0.16), and (G.17) we have

N 	 N 2
( 0.19)ihtp 	 = E 6.. E 	 E U

jkTkhr
j=1 13 k=1 r=1

	

0(z 	 z 	 6. 	 .. 6. .O 	 çb y U 	 U 	 )
iht 	 1h1" Nh2' 11" 1N 2 1" N" 111 	 NN2

where

N 2

	

w.ht =E 	 E U. 	 wi
k=1 T=1 ikr khr'

	N 	 N 2
(D(') = 	 E 	 6.. 	 E 	 E 	 U.	 f (z 	 ;4) 	 y).

j=1 13 k=1 r=1 ikr 
k khr k'

From this we see that Q, expressed as a sum of squares in the trans-

formed disturbances p iht , is of the form (G.12) when we consider

6..(i,j=1,...,N) as variables in the function 4) and include UihT13
(j,k=1,...,N, and r=1,2) among its parameters (represented by a in the

general expression (G.12)).

7. In this concluding paragraph, we consider two different approxi-

mations to the Hessian matrix of Q with respect to a.

Method 1 exploits the result from the preceding paragraph that Q

can be written in the form (G.12 ). The Hessian matrix of Q(a) in

(G.12) can be written as

2MN
@Q 	( 0.20) 	 - 2 	 J'J + E R.H.

@aDa' 	
j=1 	 3

where J is the (2MN x K) Jacobian matrix of R.(j=1,...,2MN) and H.
J

istlae( 1(x10HessianmatrixofR..In the neighbourhood of the

solution, 11Q(a)11 is small as compared with 	 and thus 2 J e J

provides an adequate approximation to the Hessian of Q with respect

to a. In this way, we avoid the need to compute or approximate second

derivatives of R.
J

Method 2 consists in using a finite difference approximation to the

Hessian matrix of Q. Such an approximation is available since
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we employ a Quasi-Newton method to minimize Q with respect to a,

for the simultaneous estimation of the complete model. In practice,

a Quasi-Newton approximation H (k) to the Hessian of Q is maintained

and updated at every iteration (k), using the recurrence relation

(H.6).
10)

In table G.1 we have compared the standard errors of the estimates

from the complete model specification (without background variables),

using these two alternative approximations to the Hessian matrix in

equation (G.11). We observe that the difference between the result-

ing standard errors are within 10 per cent of the smallest estimated

standard error. Throughout this work we have chosen to report the

standard errors which emerge from the use of method 1 only.

Table G.1. Approximate standard errors of the coefficient estimates
of the complete demand model for the case with 8=1 and
no background variables, based on two different approxi-
mations to the Hessian matrix WDaa' in equation (0.11)

Coefficient Estimated value
Standard error

*)
Method 1 '

*)
Method 2

s l 0.137 0.014825 0.015056

s 2 0.118 0.008715 0.008710

S 3 0.188 0.013182 0.013288

s4 0.449 0.018393 0.019165

a 0.779 0.937256 0.852372

b 1.287 1.526763 1.388188

t
1 0.361 0.275147 0.250333

t
2 0.086 0.044053 0.040111

t
3 0.295 0.127224 0.115823

t
4 0.194 0.311675 0.283613

*) Method 1 means that
2
Q/DaBa' is estimated by 2 J 1 J, while method

2 employs a finite difference approximation to this matrix.

10) See appendix H for a further discussion of the computer routines.
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Appendix H

THE COMPUTER PROGRAMS ')

11 .1. The scope of the appendix 

Needless to say, this project has raised several computer (and

computer related) problems, and a substantial part of the resources spent

has been costs in terms of computer run-time and programming man-hours.

This motivates a closer look at the computer programs which we have deve-

loped during this work.

In this final appendix, we shall be particularly concerned with

the implementation of the iterative procedure for FIML estimation,

described algebraically in chapter IV. First, in section 11 .2, we present

two alternative algorithms for solving the problem stated as subproblem

(i) in section 4.2: Minimize

(H.1) 	 Q = E E.:,
h=1

-1
Ch

with respect to the K dimensional vector of unknown structural coeffi-

cients, a, conditionally on the 2E x 2N covariance matrix Q„ where e h is

the 2N x 1 vector of disturbances from household h (cf. eq. (3.11)). We

discuss the choice between these algorithms for the simultaneous estima-

tion of the complete demand system as well as for the single equation

estimation problem. In section 11 .3, we outline the structure of our

computer programs, with reference to an example program, reproduced as a

separate annex to this study. In the final section H.4, we summarize some

experiences from the programming, inter aha by recording computational

statistics, which characterize the estimation of different variants of

the complete demand model.

11 .2. Two alternative numerical methods for solving the minimization 
problem in the iterative procedure for FIML estimation 
(subproblem (i)) 

We have approached the problem of minimizing the quadratic form

Q with respect to a in two different ways. The first approach is to

apply an algorithm which solves a non-linear least squares problem,

while the second one makes use of a subroutine for minimization of a

general non-linear function. In both cases, we have employed subroutines

from the NAG Library - subroutines E04GAF and E04KBF, respectively (see

NAG (1978)).

1) The symbols used in this appendix deviate from the general notation in
the main text.
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The first subroutine (E04GAF) finds a solution to the following

least squares problem: Minimize

T 	 T 	 ,,,
(H.2) F(a) = E R.(a)

2 
= E R (Z.,a)

2

i=1 i 	i=1	 i

*
with respect to a, where R is a specified function of the observation

vector Z. (1=1,...,T), a is an unknown K dimensional parameter vector,
1

and T is the number of observation sets. The method used is due to

Marquandt (see Marquandt (1963)). The algorithm solves this problem

iteratively: Suppose - at the r'th iteration - we have reached the

point a (r) . The correction vector

(H.3) d
(r) 

= a
(r+1) 	 (r)

-a

required to give an improved estimate of the minimum, is obtained by

solving for d (r) the following normal equations

(0' (r) 	 (r) 	 (r)(H.4) 	 (J 	 J 	 + A 	 D) 5 	 - -

where J is theT x KJacobian matrix of the functions Ri , R is a T x 1

vector-valuedfunctionwithR.as its i'th element, D is a diagonal K x Ki
scaling matrix with non-negative elements on the diagonal, and X (r) is a

scalar to be explained below. When X (r) = 0, these normal equations are

identical to those in the Gauss-Newton method, for which convergence is

quadratic, but in some cases it may diverge. The effect of including

X (r) is - whenever the method appears to be diverging - to introduce an

adjustable bias towards the steepest descent vector of F(a), i.e. 2J I R,

where progress is assured (but may be slow). Thus, if the sum of squares
F(a (r) +6 (r),

) is less than F(a (r) ), then (a (r) +d (r) ) will be taken as the

starting point for the next iteration, otherwise X (r) will be increased

and the process repeated. The iterative procedure continues until con-

vergence of F(a) with respect to a is obtained.

The second subroutine (E04KBF) is based on a quasi-Newton itera-

tive algorithm for finding the minimum of a general function F(a). 2)

The essential feature of all Newton-type methods is that the Hessian

matrix of F - or an approximation to it - is used to define the search

2) This subroutine has an option for constrained minimization, i.e.
minimization where some of the parameters in the a vector are restricted
to a priori given intervals. We have in fact exploited this option at
several stages of the estimation work (see sections 11.3 and H.4 below),
but in this section we shall, for simplicity, consider the unconstrained
case only.
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= H

r+1) 	 (r) 
+ d 	 d

yd
(0' (0 	 (0' (r)

K	 g	 K
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direction. Let H (r) define this approximation at the r'th iteration.

Then the equations

(0 (0 	 (r)
(H.5) 	 H 	 K	 = - g

are solved to give the search direction K (r) , where g (r) is the gradient

of F(a) at the current point a (r) . 3) Second, a parameter y is found
,

such that F(a(r)+yK(r) ) approximately attains a minimum with respect to

y. Third, the matrix H (r) is updated so as to be consistent with the

change produced in the gradient by the step yK (r) . This updating is

performed using the recurrence relation

(r+1). gwhere d (r) 	- g
(r)
 . The iterative procedure proceeds until

convergence of F(a) with respect to a.

There are notable similiarities between the two approaches.

First, both algorithms require that the user supplies analytical expres-

sions for the first derivations of the function to be minimized. Second,

the expression on the right hand side of equation (11.4) is proportional

to the gradient g (r) in equation (H.5). Third, as stated in appendix G,

2.7 1 ,1 provides an estimate of the Hessian of F(a) for the final parameter

values, and we see that J I J plays a similar role in equation (H.4) as

H (r) does in equation (H.5), viz, to determine the correction vector for

the unknown parameter vector a. The essential difference is thus that

the quasi-Newton algorithm is gradually building up an approximation to

the Hessian matrix with the purpose of minimizing F(a) as a general non-

linear function, while the Marquandt algorithm exploits the specific

structure of F(a) - i.e. that it is a non-linear sum of squares, and

3) A unique solution to (11.5) exists only if H (r) is positive definite.
In order to assure this property of the Hessian, the approximation ( 11.6)
below is modified. A Cholesky factorisation is computed to satisfy

E (r) D (r) L (r)' . H (r) + E (r)

where L (r) is a lower-triangular matrix with unitary diagonal elements,
D(r) is a diagonal matrix with strictly positive diagonal elements (which
is a necessary and sufficient condition for L(r) D(r) L(r)' to be positive
definite, see Lau (1978, p.429)), and E(r) is a diagonal matrix with non-
negative elements. If H (r) is sufficiently positive definite, E ( r ) will
be a zero matrix (see Gill and Murray (1977)). In the NAG-subroutine
E0410F,the equation (H.5) is calculated with the Cholesky factorisation
above substituted for H(r).



268

solves the first order conditions for minimization of this function

accordingly.

We observe from eq. (H.2) that the subroutine E04GAF requires

that the minimization problem is in the single equation (non-linear)

regression format since the function R* is the same for all observa-

tion sets. This is obviously true for a single equation model, and

this subroutine is thus the only one which we have tried for estimating

the single equation version of the demand model (cf. chapter VII). 4)

In the case of simultaneous estimation of the complete model,

we have tried both algorithms for minimizing (H.1). This permitted a

direct comparison of the computing efficiency of the two methods. As

noted in paragraph 6 of appendix G, the general problem of minimizing

Q with respect to a is not a problem in the single equation regres-

sion format, but it can be transformed to that format. In order to

make subroutine E04GAF applicable to our problem, we define

{I 

N
(H.7) 	 p

ht =
	 z n.

where n iht is the transformed residual corresponding to commodity i,

household h,and report t (see eq. (G.16) in appendix G). 	 The mini-

mization of Q,as defined in ( 11 .1), with respect to a is now equivalent

to the minimization of

M 2
( 11 .8) 	Q= E 	 E

ht
2

h=1 t=1

with respect to a (cf. eqs. (G.17) and (G.18) in appendix G). 	 This

equation is in the same format as (H.2), since p
ht 

is a function of the

form R (Z i ,a) for all values of h and t.

We have compared the efficiency of the two algorithms for the

version of the complete demand model with no background variables included

and with 8=0 a nriori. 5) We found that the program using the quasi-Newton

4) Moreover, when the demand functions are linear in a, it is easy to
show that, provided A=0, ( 11 .4) is identical to the normal equations for
the ordinary least squares estimation problem. Since X=0 is the starting
value of X (by default), OLS estimates for a are obtained directly (with-
out iteration) in such cases.
5) There is, however, one difference between the two programs which is
worth mentioning: E041OF implements the algorithm described in section
4.3 (with some minor deviations), while E04GAE is used to implement the
alternative algorithm described in section 4.4.

1
2
	 2
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method (subroutine E04KBF) converged to a final maximum likelihood

solution after 0.37 CPU-hours
6)

, whereas the program based on the

Marquandt algorithm (subroutine E04GAF) failed to reach this maximum

after 1.6 CPU-hours.
7) 

The programs based on the NAG-subroutine E04KBF

were thus preferred for the estimation of all other variants of the

complete demand model.

H.3. The structure of the computer programs 

Let us then sketch the structure of the computer programs used

for the simultaneous estimation of the complete demand model. The programs

are written in standard FORTRAN and consist of a main program and a set of

subroutines, see figure H.1. The main program governs the iterative proce-

dure for maximizing the log-likelihood function for our problem (confer

chapter IV). From the main program we call the NAG-subroutine E04KBF, two

supporting user-supplied subroutines (FUNCT and MUNIT), and five auxiliary

subroutines (TRANSOME, OMEGINV, CHOLOME, DOMEGA, and SER). Throughout the

exposition below we shall refer to the example program for the case with

no background variables and with 13=1 a priori (and t i unrestricted), which

is reproduced as a separate annex to this report.

It is convenient to distinguish between three parts of the main

program:

I. The introductory tasks

II. The iterative maximization of the log-
likelihood function, cf. section 4.3

III. Miscellaneous editing tasks

In part I, we define program variables and the data input is read

from external files and subsequently rescaled. We also assign values to

the input parameters of the NAG-routines, some of which will be commented

upon below.

The iterative procedure for maximizing the log-likelihood function

in our problem constitutes part II of our program, and it is implemented

as a loop (labelled 2000), which is run twice - once for stage A (with

=0 a priori) and once for stage B (with E unrestricted). As explained

6) This refers to the total CPU-time used on a Honeywell-Bull L60/6000
computer, cf. table H.1 below.
7) In the latter case, we reached the limit fixed on the number of itera-
tions in stage A of the zig-zag FIML procedure after 1.3 CPU-hours. At
that time the current estimate of a implied a value of the log-likelihood
function equal to 2703.46, as compared with 2747.75 for the corresponding
maximum found in one sixth of the time by means of the alternative
routine.
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in section 4.3, the maximization procedure is completely analogous in the

two stages. The logical variable ASTAGE is tested whenever differences

between the two stages occur in the loop. The delimiting parameter of

the loop, NITER, is set equal to 10. If the loop index ITERA equals 1,

we go to label 590 in order to calculate Q * (i.e. i in step A2 and "E v
-and E in step B2). Then we find its inverse, 0* 

-1 ,

 by using a separate

subroutine (OMEGINV), which in turn calls the NAG-subroutine FO1ACE.

When inverting i2* , we do not exploit our a priori knowledge about the

specific structure of Q* - given by equation (4.7) for stage A and equa-

tion (4.13) for stage B. 8) Further we proceed to calculate the Cholesky

factorisation of Q* in the subroutine 	 the

FO1BQF, to obtain the transformation matrix U (see Remark 2 of section

4.3). The matrix U is in turn vectorized into a transformation vector

BETA. If the loop index ITERA equals 1, this completes steps A2 and B2,

respectively, and we return to the top of the loop again.

Step A3 (or step B3) now consists in minimizing the quadratic

form Q (eq. (H.1)) with respect to a, i.e. solving subproblem (i) of

section 4.2. This is done by calling NAG-subroutine E04KBF. The

algorithm is documented in NAG (1978) and given a brief description in

section 11 .2 above. The user of NAG is required to supply two subroutines -

FUNCT and MONIT - which are declared as EXTERNAL before calling E04KBF.

The first subroutine, FUNCT, is the most important one, since

the value of Q and its first derivatives with respect to a are calculated

here. A brief outline of this subroutine is in order: First, we calcu-

late the residuals c iht for all i, h, and t. These are transformed into

niht
TRANSOME for all i, h, and t. We are now in the position to evaluate the

function (FC = Q(a)) for the current coefficient values. We proceed by

calculating the derivatives 9Eiht/3ak for all i, h, t and for all k, and

transform the derivatives in the subroutine TRANSOME to obtain the deriva-

tives of the transformed residuals. 9) Then we calculate the derivatives

of Q as follows (confer eqs. ( 11 .7) and (H.8)):

N 	 M 	 2 Bp.9Q 
( 11 .9) 	 =2 E 	 E 	 E 	 iht 

ct1( 	 i=1 h=1 t=1 (1 1‹.
k=l ..... K.   

8) The reason for this neglect of information is a purely practical one:
The reduction in computer run-time to be gained from a reduction in the
dimensions of the matrices to be inverted (from 2E x 2N to N x N) is negli-
gible when N is as small as 4 and does not offset the extra programming
efforts. With larger values of N, one might draw the opposite conclusion.
9) The simplicity of this procedure follows from the fact that the trans-
formation is linear and dependent only on Q* , which is considered as fixed
in this part of the program.

by means of the transformation vector BETA in a separate subroutine
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The second user-supplied subroutine, MUNIT, is designed to moni-

tor the progress (or lack of progress!) of the iterative minimization of

Q in E04KBF.

Some input parameters must be assigned a value before calling the

subroutine E04KBF. MAXCAL is the maximum number of times FUNCT is called

by E04KBF and it is set equal to 2000. 10) XTOL, the parameter which spe-

cifies the desired accuracy in a, is set equal to 2.1710 -18 by default

(i.e. 10 times theomvuter'saccuracy in DOUBLE PRECISION). The input

parameter 'BOUND indicates whether the coefficients to be estimated are

subject to inequality constraints (e.g. Oft i l) or not, while the para-

meter vectors ISTATE, BU, and BL contain specific information on the nature

of the constraints.

Provided the minimization is successful (or MAXCAL is reached), we

return from E04KBF to the main program. There we proceed to reestimate

0* and to calculate a new transformation vector BETA as described above.
When ITERA>l, however, we also calculate the changes in the estimated

covariance matrices, iv and "i ll , from the previous iteration 11) in order to

test whether the norms of these changes satisfy the specified convergence

criteria (given by equation (4.10) for stage A and equation (4.17) for

stage B). The critical value (KSI) is set equal to 10-5 . When conver-

gence is obtained, the program tests the logical variable ASTA GE. If

this variable is "TRUE", we start all over again from label 410 (above the

loop (labelled 2000)), otherwise part II of the program is terminated.

The final task (part III) of the main program is to edit the re-

sults. These routines are somewhat scattered around in the main program,

and quite a few of them are, for practical reasons, performed in a sepa-

rate program constructed for calculating the demand elasticities corres-

ponding to the final estimates of a.
12)

(See appendix A.) The log-

likelihood function, however, is evaluated several times throughout the

main program. The determinant of 2,, which is an element of this function,

10) One iteration with respect to a in E04KBF requires at least K(= NVAR)
calls on FUNCT.
11) In stage A when E =0 a priori (and thus E=E), the sum of the changes
in 2 equals 0 by assumption. 	

v

12) Yn this "ex post" program, we also compute the standard errors according
to Method 1 of appendix G, which we consider the best approximation to the
true standard errors of a. In the example program, which is reproduced in
the program annex, the standard errors are calculated according to Method
2, which relies on the approximation to the Hessian matrix of Q which is
built up in subroutine E04KBF. The inversion of this matrix, which is
given on a Cholesky factorised form on exit from E04KBF, is carried out
in the subroutine SER only in the cases yhere the Hessian is non-singular.
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is calculated in a separate subroutine DOMEGA, which calls the NAG-

subroutine FO3ABF.

H.4. Experiences from the programming

The computer programs for the estimation of the complete demand

models were designed with the explicit purpose to bring down the computer

costs. The use of the NAG library ara Honeywell-Bull L60/6000 computer

requires DOUBLE PRECISION to obtain a sufficient accuracy in the numerical

calculations. Considering the size of the sample, this makes saving of

storage space an important issue. Substantial gains were obtained by

using COMMON fields to transfer the observations between the main program

and the subroutine FUNCT. In addition, we obtained considerable reduc-

tions in storage space by a parsimonious use of working space vectors in

FLIEGT: When calculating the derivatives of the residuals e iht with respect

to ak (for all i, h, t,and k) in  FLIEGT, we exploited the fact that only the

2N residuals which relate to each of the M households are needed at the

same time. The use of working space vectors of dimension 2MN, rather than

the actual dimension 2N, would have increased the computer costs with a

percentage ranging from 80 to 160.
13)

The dominating part of the effective run-time on the computer is

the time spent in the subroutine FUNCT, and we have therefore in several

ways tried to increase the efficiency of this routine. Let us mention two:

- We have preferred use of vectors instead of matrices in FUNCT,

since the computer finds a given position in a vector quicker than a given

position in a matrix. 14) It is possible, though not ascertained, that

this causes a considerable gain, particularly in the calculation of the

derivatives of the function to be minimized. On the other hand the costs

in terms of programming man-hours by manipulating a lengthy and clumsy

subroutine cast reasonable doubt on whether the efforts were worthwhile

or not.

- Secondly, the use of a Cholesky factorisation of Q, -1 to estab-

lish the transformation vector BETA reduces the time spent in the support-

ing subroutine TRANSOM by approximately 40 per cent. 15) This is important

13) The exact relative increase depends on the number of demand coeffi-
cients to be estimated (K).
14) The difference has an order of magnitude equal to the difference bet-
ween the time the computer needs to multiply two numbers and the time
needed for adding them.
15) This follows from the fact that the Cholesky factorisation (i.e.
U = 1/151 L', see Remark 2 in section 4.3) is triangular, and thus reduces
the number of multiplications to K(K+1)/2 as against K2 in the case with
a transformation matrix with no zero elements.
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because each call on FUNCT from E04KBF implies M(K+1) calls on TRANSOMS. ")

Throughout the programming we have followed the principle of

attacking the problems in an order of increasing complexity. We started

with the single equation estimation (see chapter VII), which rendered

valuable experience on the nature of the problems which were likely to

emerge in FIML estimation of the complete model. Moreover, the testing

of the various programs have, whenever possible, been performed on re-

duced samples (M=20). Finally, the parallel development of two alter-

native algorithms for simultaneous estimation served as a safeguard against

programming errors, cf. section H.2 above.

Special mention should be made of the way in which we have created

starting values for the iterative minimization of (H.1) with respect to

a, see step Al of section 4.3. As stated there, we have followed the

principle of going from the most restricted cases to the more general

formulations of the basic demand model. In doing this, we have utilized

the estimation results from one variant as starting values for the estima-

tion of the next one. For the first model variant to be estimated by

simultaneous equation methods - i.e. the variant with no background

variables and 8=1 a priori - we chose starting values from a test run

with a reduced sample (M=20). 17)

In table H.1 we have recorded some computer statistics from the

simultaneous estimation of the different demand model variants. The table

contains the number of function evaluations (i.e. the number of calls on

FUNCT made from E04KBF) in each iteration of stage A and stage B. The

last two columns record two factors:

i) computer storage space required to run the model variant
(in K = 1024 8-bits words),

ii) computer run-time measured in CPU-hours,

the product of which determines the computer costs.

16) Recall that M=418, KE(10,22) and that MAXCAL (i.e. the maximum number
of calls on FLU/CT from E04KBF in each iteration) is set to 2000. Cf.
table 11 .1 below.
17) The initial values in the test run were, in turn, based on the results
from the single equation estimation for the 5 aggregated commodities.
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Table H.1. Number of iterations, function evaluations, and other computer
statistics for the simultaneous estimation of the different
variants of the complete model

Model variant

Number of function
evaluationsA)

Corn-
puter

sto-
rage
space
(in K)

Total
run-
time
in
CPU-
hours

Stage A
(t=0)

Stage B
(ELI unrestricted)

Background
,,Restrictions

variables )
Iteration Iteration

1 2 3 4 1 2 3

None 13=1, 	 Ot ill 389 136 28 134 40 23 75 0.37

None 13=1,ti unrestr. 446 109 32 127 43 18 75 0.37

None (:).t.1
- 1- 105 22 71 28 84 0.29

None None 164 15 123 49 31 84 0.42

A 3=1, 	 0t i 5.1 178 86 46 19 147 36 25 77 0.41

A 3=1,ti unrestr. 245 47 154 39 27 77 0.34

n 3=1, 	 0Bt i 6.1 138 32 29 105 29 30 77 0.25

n 3=1,t1 	 unrestr. 298 59 166 48 30 77 0.40

n,A 3=1, 	 0 -t i l 209 27 41 149 36 21 79 0.44

n,A 3=1,ti unrestr. 357 75 33 164 32 36 79 0.56

A) I.e. the number of calls on FUNCT.

*) A = age of household head, n = number of household members.

The model variants are listed sequentially in accordance with the

principle of increasing complexity. The statistics listed should be compa-

rable between the variants, but for two exceptions:

- In the variants with no background variables and 13=1 a priori, we

did not calculate t from el in the first iteration of stage A, but used an

a priori estimate for t based on the test run from which él was obtained.

- In the variant with age of household head as the only background

variable and 13=1 and 0t.l (Vi) a priori, we used elk = 1.0 as starting

values for the coefficients of the age variable 18) , while the value zero

would have been consistent with the other initial estimates applied in

this variant.

18) Viz., 	 s iA ,
GA 

s3A , s 4A , aA , and bA .
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C	 PROGRAM ANNEX
C
C 	 MAIN PROGRAM
C
C
C
C BY EILEV S. JANSEN AND ANNE SAGSVEEN.
C
C
C 	 THIS PROGRAM IS DESIGNED TO FIND THE MINIMUM OF A GENERAL
C 	 FUNCTION BY MEANS OF A QUASI-NEWTON ITERATIVE MINIMIZATION
C 	 ALGORITHM. THE PROGRAM CALLS SEVERAL SUBROUTINES FROM THE NAG
C 	 LIBRARY (SEE NAG(1978)).
C
C 	 NOTE THAT THIS PARTICULAR VERSION OF THE PROGRAM IS MADE FOR
C 	 THE MODEL VARIANT WITHOUT BACKGROUND VARIABLES, WHERE THE
C 	 PARAMETER BETA IS SET EQUAL TO 1.0 A PRIORI.
C
C 	 PROGRAM TASKS:
C 	 *11*****N******
C 	 PART I 	 - INTRODUCTORY TASKS
C 	 PART II 	 - ITERATIVE MAXIMIZATION OF THE LOG-LIKELIHOOD
C 	 FUNCTION DEFINED IN SECTION 4.3 OF THE MAIN TEXT.
C 	 (THE PROGRAM MINIMIZES THE NEGATIVE OF THIS
C 	 FUNCTION.)
C 	 PART III 	 MISCELLANEOUS EDITING TASKS.
C
C
c*****************************************x***************g***4*********
C
C 	 PART I 	 - INTRODUCTORY TASKS
C
c***********************************)1******x**********rnie**************
C
C 	 VARIABLES WHICH ARE COMMON WITH OTHER SUBROUTINES.
C
C

DOUBLE PRECISION 44 1(836), 44 2(836), w3(836), 44 4(836),
& p1(836), P2(836), P3(836), P4(836), P5(836), 1 ( 8 3 6 ),
& Eps1(836), EPs2(836), EPS3(836), Eps4(836), sP(838),
& 	 ETA1(836), ETA2(836), ETA3(836), ETA4(836), N(836), A(836),
& 	 S1(836), S2(836), s3(836), s4(836), AA(836), Bp(836)

C

C

C

LOGICAL TRANSF

INTEGER K

COMMON /BLK1/ TRANSF, K, Wl, 142, W3. W4, N, A,
Pl, P2, P3, P4, P5, Y, SP,

• EPS1, EPS2, EPS3, EPS4, ETA1, ETA2, ETA3, ETA4,
Si, S2, s3, S4, AA, BB

C
C
C wi,..W4 	 - BUDGET SHARES FOR COMMODITY GROUPS
C N 	 - NO. OF PERSONS IN THE HOUSEHOLD.
C A 	 - AGE OF THE MAIN INCOME EARNER IN THE HOUSEHOLD.
C P1,..P5 	 - NOMINAL PRICES FOR THE 5 COMMODITY GROUPS.
C Y 	 - NOMINAL INCOME, I.E. TOTAL CONSUMPTION EXPENDITURE OF
C 	 THE HOUSEHOLD.
C SP 	 - VALUE OF THE PRICE INDEX FUNCTION.
C 	 EPS1,..
C 	 ....,EPS4 - UNTRANSFORMED RESIDUALS FOR COMMODITY GROUPS
C 	 ETA1,..
C 	 ....,ETA4 - TRANSFORMED RESIDUALS FOR COMMODITY GROUPS 1,...,4.
C S1,..,s4 	 - AUXILIARY VARIABLES
C AA 	 - AUXILIARY VARIABEL.
C BB 	 - AUXILIARY VARIABEL.
C TRANSF 	 - LOGICAL VARIABEL. IF TRUE, ALL RESIDUALS ARE TRANS-

FORMED IN THE SUBROUTINE FUNCT.
C K 	 - NO. OF HOUSEHOLDS ( 	 NRESID/2).
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C 	 BLOCK 2 OF COMMON VARIABLES.
C

DOUBLE PRECISION OMEGADET, BETA(36)
C

COMMON /BLK2/ OMEGADET, BETA
C
C OMEGADET 	 - 	 THE DETERMINANT OF OMEGA-STAR.
C BETA 	 - 	 THE VECTORIZED CHOLESKY FACTORIZATION OF OMEGA-STAR.
C
C 	 LOCAL DOUBLE PRECISION VARIABLES.
C

DOUBLE PRECISION X(10), F, Q, XTOL, ETA, STEPMX, FEST, G(10),
& SNORM1, SNORM2, SIGMA(4,4), BL(10), BU(10), HESL(45),
& 	 SIGMAI(4,4), SIGMAC(4,4), SIGMA0(4,4), SIGMAI0(4,4),
& 	 DEL1(4,4), DEL2(4,4), SE(10),
& HESD(10), W(90), OMEGHJ(9,9), U(8,8),
& 	 OMEGAST(8,8), MLLOG, XL(45), SD(10), TOL

C
DATA XTOL, ETA, STEPMX, FEST, 	 BL, 	 BU

• /0.0D0,0.5DO, 1.0D3,0.0D0,6*-1.0D6,4*0.0D0,6*1.0D6,4*1.0D0/

DATA HESL, HESD, TOL /45 1'0.000, 10*1.000, 1.0D-5/
C
C X 	 - VECTOR OF UNKNOWN STRUCTURAL COEFFICIENTS IN THE
C 	 DEMAND MODEL. THE VECTOR IS GIVEN A SET OF INITIAL
C 	 VALUES ON EXIT FROM E04KBF, X CONTAINS THE ESTIMATES
C 	 OF THE COEFFICIENTS.
C Q 	 - VALUE OF THE QUADRATIC FORM DEFINED IN EQ. (4.4).
C F 	 - VALUE OF THE FUNCTION TO BE MINIMIZED IN SUBROUTINE
C 	 - E04KBF. EQUAL TO F.Q*10**-2.
C XTOL 	 - ACCURACY (IN X) TO WHICH THE SOLUTION IS REQUIRED.
C ETA 	 - ACCURACY REQUIRED IN THE LINEAR SEARCH PROCEDURE. USED TO
C 	 DETERMINE THE OPTIMAL STEP-SIZE IN A PARTICULAR SEARCH
C 	 DIRECTION FOR EACH ITERATION IN SUBROUTINE E04KBF.
C W 	 WORKSPACE IN SUBROUTINE E04KB.
C G 	 - VECTOR CONTAINING THE FIRST DERIVATIVES OF THE
C 	 MINIMAND F WITH RESPECT TO X. (I.E. THE GRADIENT.)
C GT 	 - ESTIMATES OF THE GRADIENT, CALCULATED IN SUBROUTINE
C 	 E04HBF.
C SIGMA 	 - THE TOTAL COVARIANCE MATRIX SIGMA.
C SIGNAI - COVARIANCE MATRIX OF THE INDIVIDUAL COMPONENTS.
C SIGMAC - COVARIANCE MATRIX OF THE REMAINDER COMPONENTS.
C SIGMAO - VALUE OF THE LAST SIGMA MATRIX.
C SIGMAIO - VALUE OF THE LAST SIGMAI MATRIX.
C DEL1 	 - DIFFERENCE BETWEEN SIGMA AND SIGMA°.
C DEL2 	 - DIFFERENCE BETWEEN SIGNAI AND SIGMAIO.
C SNORM1 - THE NORM OF THE DELI MATRIX.
C SNORM2 - THE NORM OF THE DEL2 MATRIX.
C TOL 	 - CONVERGENCE CRITERION FOR SNORM1 AND SNORM2.
C U 	 - CHOLESKY-FACTORIZASION OF OMEGA-STAR,
C 	 CALCULATED IN THE SUBROUTINE CHOLOME (F01BOF).
C OMEGAST - THE COVARIANCE MATRIX OMEGA-STAR, DEFINED IN EQ (3.12)
C 	 OF THE MAIN TEXT.
C OMEGAHJ - AUXILIARY MATRIX. USED TO STORE OMEGAST WHEN CALLING
C 	 SUBROUTINES CHOLOME AND OMEGINV.
C MLLOG 	 - VALUE OF THE LOG-LIKELIHOOD FUNCTION (EXCEPT FOR ITS
C 	 CONSTANT TERM ).
C STEPMX - GUESTIMATE OF THE EUCLIDIAN DISTANCE BETWEEN THE FINAL
C 	 SOLUTION AND THE INITIAL VALUE OF F.
C FEST 	 - ESTIMATE OF THE FUNCTION VALUE AT THE MINIMUM.
C BL 	 - FIXED LOWER BOUNDS ON THE COEFFICIENT VECTOR X.
C BU 	 - FIXED UPPER BOUNDS ON THE COEFFICIENT VECTOR X.
C HESD,
C 	 HESL - HESL AND HESD CONTAIN THE HESSIAN MATRIX OF F. (THE
C 	 SECOND DERIVATIVES WITH RESPECT TO X.) HEEL IS A VECTOR
C 	 CONTAINING THE ELEMENTS BELOW THE DIAGONAL OF THE
C 	 HESSIAN, STACKED ROW BY ROW. HESD CONTAINS THE DIAGONAL
C 	 ELEMENTS. USED IN THE CALCULATION OF STANDARD ERRORS.
C SE 	 - VECTOR OF ESTIMATED STANDARD ERRORS.
C XL 	 - THE INVERSE OF THE STACKED MATRIX HESL, CALCULATED IN
C 	 SUBROUTINE SER.
C
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C
	

LOCAL INTEGER VARIABLES.
C
C

INTEGER NRESID, NVAR, INTYPE, 'PRINT, MAXCAL, IFAIL, NITER
DATA 	 NRESID, NVAR, IPRINT, MAXCAL, IFAIL, NITER

& 	 / 	 836, 	 10, 	 15 	 , 	 2000 , 	 0 	 , 	 10 	 /
INTEGER NIN1, HOOT, NOUT2
DATA 	 NIN1, NOUT, NOUT2

& 	 / 	 1, 	 6,	 8 /
INTEGER 	 IBOUND, LH, ISTATE(10), IW(2), LIN, LW, IFLAG, NF
DATA 	 IBOUND, LH, LIW, LW

& 	 / 	 0, 45, 	 2, 90 /
INTEGER IAAR(836), ID(836)

C
C NRESID - MO. OF RESIDUALS.
C NVAR 	 - NO. OF UNKNOWN COEFFICIENTS TO BE ESTIMATED.
C INTYPE - INDICATES WHETHER THE USER PROVIDES INITIAL VALUES FOR
C 	 THE PROGRAM PARAMETERS F, G, HESL, HESD, AND ISTATE.
C LW 	 - DIMENSION OF W.
C IPRINT 	 FREQUENCY WITH WHICH THE SUBROUTINE MONIT IS TO BE CALLED.
C MAXCAL 	 MAX. NO. OF CALLS ON THE SUBROUTINE FUNCT TO BE MADE
C 	 FROM THE SUBROUTINE E04KBF.
C IFAIL 	 - DIAGNOSTIC PARAMETER. UNLESS NAG-SUBROUTINES E04KBF,
C 	 FO1ACF, FO1B0F, OR FO3ABF DETECT AN ERROR, IFAIL CONTAINS
C 	 0 ON EXIT.
C NIN1 	 - LOGICAL UNIT NUMBER FOR READING CONSUMER EXPENDITURE DATA.
C NOUT 	 - LOGICAL UNIT NUMBER FOR WRITING RESULTS.
C NOUT2 	 - LOGICAL UNIT NUMBER FOR WRITING RESULTS.
C IAAR 	 - YEAR OF BOOK-KEEPING.
C ID 	 - HOUSEHOLD IDENTIFICATION NUMBER.
C NITER 	 - MAX. NO. OF ITERATIONS IN STAGE A AND STAGE B OF THE
C 	 ITERATIVE MINIMIZATION IN PART II OF THIS PROGRAM.
C IBOUND - SPECIFIES WHETHER THE MINIMIZATION PROBLEM IS
C 	 CONSTRAINED OR NOT.
C LH 	 - DIMENSION OF HEEL.
C ISTATE - CONTAINS INFORMATION ABOUT WHICH VARIABLES HAVE CURRENTLY
C 	 THEIR BOUNDARY VALUES AND WHICH ARE FREE.
C IW 	 - WORKSPACE. VECTOR USED IN SUBROUTINE E04KBF.
C LIW 	 - DIMENSION OF IW ,
C IFLAG 	 - INDICATES WHETHER AN EVALUATION OF THE GRADIENT IN
C 	 SUBROUTINE FUNCT IS REQUIRED.
C NF 	 - NO. OF CALLS ON SUBROUTINE FUNCT ACTUALLY MADE FROM
C 	 SUBROUTINE E04KBF.
C
C
C LOCAL LOGICAL VARIABLES.
C

LOGICAL ASTAGE, LOCSCH
DATA 	 LOCSCH

/ 	 .TRUE. 	 /
C
C
C ASTAGE - SPECIFIES WHETHER WE ARE IN STAGE A OR IN STAGE B
C 	 OF THE ITERATIVE MINIMIZATION . (SEE PART II.)
C LOCSCH - SPECIFIES WHETHER OR NOT WE WANT A LOCAL SEARCH TO BE
C 	 PERFORMED WHEN A POINT IS FOUND WHICH IS THOUGHT TO BE A
C 	 CONSTRAINED MINIMUM.
C
C
C EXTERNAL SUBROUTINES.
C

EXTERNAL FUNCT, MONIT, E04JBQ
C
C FUNCT 	 - SUBROUTINE FOR CALCULATING THE FUNCTION VALUE AND ITS
C 	 DERIVATIVES AT A GIVEN POINT. NOTE ALSO THAT
C 	 THE RESIDUALS ARE COMPUTED IN THIS SUBROUTINE.
C MONIT	 - SUBROUTINE MONITORING THE MINIMIZATION PROGRESS.
C E04JBQ - SUBROUTINE USED IN NAG-SUBROUTINE E04KBF.
C

K 	 NRESID/2



C

C
C

INITIAL VALUES FOR X.

X(1) = 1.09117 11-01
X(2) = 1.40033D-01
X(3) r 1.272030-01
X(4) = 5.60948D-01
X(5) . 8.74848D CO
X(6) = 1.67930D 01
X(7) = 1.21819D-01
X(8) = 1.38852D-01
X(9) = 1.40332D-01
1(10) = 5.38272D-01

280

READ, TRANSFORM, AND RESCALE THE DATA.

READ(N I N1,99999 ) (NU), A(I), Wl(I), W2(I), W3(I),
W4(I), Y(I), P1(I), P2(I), P3(I),
P4(I), P5(I), 1=1,836 )

REWIND 1
READ(NIN1,11000) (IAAR(I), ID(I), I= 1, 836 )

DO 200 I = 1, 836
W1(I) = 41(1) / Y(I)
W2(I) = W2(I) / Y(I)
W3(I) = W3(I) / Y(I)
W4(I) r W4(I) / Y(I)
N(I) r N(I) * 1.00-2
A(I) = A(I) * 1.00-2
Y(I) = Y(I) * 1.0D-4

200 	 CONTINUE

TRANSF = .FALSE.
ASTAGE = .TRUE.

C
410 	 CONTINUE

C
c***********************************************************************
C
C 	 PART II 	 - 	 ITERATIVE MAXIMIZATION OF THE LOG-LIKELIHOOD
C 	 FUNCTION DEFINED IN SECTION 4.3 IN THE MAIN TEXT.
C 	 (THE PROGRAM MINIMIZES THE NEGATIVE OF THIS
C 	 FUNCTION.)
C
c***********************************************************************

C
C 	 THE LOOP LABELLED 2000 IS RUN TWICE. FIRST, IT IS RUN WITH THE
C 	 COVARIANCE MATRIX OF THE INDIVIDUAL COMPONENT OF THE RESIDUAL
C 	 (SIGMA') EQUAL TO ZERO A PRIORI (STAGE A). THEN IT IS RUN WITH
C 	 NO RESTRICTIONS ON THE COVAHIANCE MATRICES (STAGE B). THE LOGI-
C 	 CAL VARIABEL ASTAGE IS USED TO TEST WHETHER 4E ARE IN STAGE A
C 	 OR IN STAGE B. SEE CHAPTER IV OF THE MAIN TEXT.
C
C

DO 2000 ITERA r 1, NITER
ITER = ITERA - 1

BEFORE CALLING THE NAG-SUBROUTINE E04KBF, WE NEED INITIAL ESTI-
MATES FOR THE COVARIANCE MATRICES. WE THEREFORE TEST ITERA.

IF (ITERA .EQ. 1) GO TO 590
WRITE(NOUT,998) ITER, SNORM1, SNORM2
INTYPE = 2
IF (ITERA .EQ. 2) INTYPE = 1

IFAIL IS SET EQUAL TO 1 BEFORE CALLING SUBROUTINE E04KBF.

IFAIL = 1

C
C
C

C

C
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CALL E04KBF(NVAR,FUNCT,MONIT,IPRINT,LOCSCH,INTYPE,E04JHQ,
MAXCAL,ETA,XTOL,STEPIX,FEST,IBOUND,BL,BU,X,HESL,LN,
HESD,ISTATE,F,G,IW,LIW,W,LW,IFAIL)

THE FOLLOWING VARIABLES ARE CHANGED AFTER THIS CALL:
X, HESL, HESD, ISTATE, F, G, IFAIL.

WE TEST IFAIL FOR FAILURES.

IF (IFAIL .EQ. 0) GO TO 500
WRITE(NOUT,97) IFAIL
IF (IFAIL .EQ. 2) GO TO 501

GO TO 500
501 	 CONTINUE

WRITE(NOUT,996) MAXCAL
500 	 CONTINUE

Q . F * 1.0D2
C
C 	 PRELIMINARY RESULTS : THESE VALUES ARE USED AS INITIAL
C 	 ESTIMATES FOR F, X, AND G AT THE NEXT CALL ON SUBROUTINE

E04KBF (PROVIDED INTYPE IS SET EQUAL TO 2).
C
C

WRITE(NOUF,9951) ITER, F, (J, X(J), G(J), J 	 1, NVAR)
WRITE(NOUT,96) Q

C
MLLOG r - NRESID * 2 * ( OLOG(2.0 * 3.14159) )

- 0.5 * K * DLOG(OMEGADET) - 0.5*Q - 0.5*K*DLOG(1.00-16)

WRITE(NOUT,988) MLLOG
C
590 	 CONTINUE

DO 600 I r 1, 4
DO 601 	 J r 1, I

SIGMAO(I,J) r SIGMA(I,J)
SIGMAIO(I,J) = SIGMAI(I,J)
SIGMA(I,J) r 0.000
SIGMAI(I,J) . 0.000
SIGMAC(I,J) = 0.000

601 	 CONTINUE
600 	 CONTINUE

C
C 	 WE MAKE AN EXTRA CALL ON SUBROUTINE FUNCT IN ORDER TO
C 	 COMPUTE THE RESIDUALS CORRESPONDING TO THE CURRENT
C 	 VALUES OF X. (STRICTLY, THIS IS ONLY NEEDED IN THE CASES
C 	 WHERE ITERA . 1.)
C

IFLAG = 0
CALL FUNCT(IFLAG,NVAR,X,F,G,IW,LIW,W,LW)

C
C

DO 602 	 I 	r	 1, NRESID
SIGMA(1, 	 1) r EPS1(I) 	 * EPS1(I) + STOMA(1. 1)
SIGMA(2, 	 2) = EPS2(I) 	 * EPS2(I) + SIGMA(2, 2)
SIGMA(3, 	 3) = EPS3(I) 	 * EPS3(I) + SIGMA(3, 3)
SIGMA(4, 	 4) = EPS4(I) 	 * EPS4(I) + SIGMA(4, 4)
SIGMA(2, 	 1) r EPS2(I) 	 * EPS1(I) + 3IGMA(2, 1)
SIGMA(3, 	 1) = EP53(I) 	 * EPS1(I) + SIGMA(3, 1)
SIGMA(3, 	 2) . EPS3(I) 	 * EPS2(I) + SIGMA(3, 2)
SIGMA(4, 	 1) = EPS4(I) 	 * EPS1(I) • SIGMN(4, 1)
SIGMA(4, 	 2) = EPS4(I) 	 * EPS2(I) + SIGMA(4, 2)
SIGMA(4, 	 3) = EPS4(I) 	 * EPS3(I) + SIGMA(4, 3)

602 CONTINUE
C

IF 	 ( 	 ASTAGE 	 ) GO TO 633



II) * EPS1(I2) + SIOMAI(1, 1)
II) * EPS2(I2) + SIGMAI(2, 2)
11) * EPS3(I2) + SIGMA1(3, 3)
II) * EP5 4(12) + SIGMA1(4, 4)
* EPS1(I2) + SPS2(I2) * EPS1(I1)

* EPS1(I2)

* EPS2(I2)

* EPS1(I2)

* EPS2(I2)

* EPS3(I2)

+ EPS3(I2) * EPS1(I1)

+ E933(I2) * EPS2(11)

+ EPS4(I2) * EPS1(I1)

+ EPS4(I2) * EPS2(I1)

+ EPS4(12) * EPS3(I1)

C 	 282

DO 603 I = 1, K
Il = (I - 1) * 2 + 1
12 . Il + 1
SIGMAI(1, 1) .= 2 * EPS1
SIGMAI(2, 2) = 2 * EPS2
SIGMA1(3, 3) . 2 * EPS3
SIGMAI(4, 4) = 2 * EPS4
SIGMAI(2, 1) .= EPS2(11)

	

+ 	 SIGMAI(2, 1)
SIGMAI(3, 1) . EPS3(I1)

	

+ 	 SIGMAI(3, 1)
SIGMAI(3, 2) L• EPS3(11)

	

+ 	 SIG1AI(3, 2)
SIGMAI(4, 1) 	 EPS4(I1)

	

+ 	 SIGMAI(4, 1)
SIGMAI(4, 2) = EPS4(11)

	

+ 	 SIGM8I(4, 2)
S1GMAI(4, 3) .= EPS4(I1)

	

+ 	 SIGMA1(4, 3)
603 	 CONTINUE
633 	 CONTINUE

C
C
C

DO 604 I 7 1, 4
DO 605 J = 1, I

SIGMA(I,J) r SIGMA(I,J) / NRESID
SIGMAI(I,J) 	 SIGMAI(I,J) / NRESID
SIGMAC(I,J) = SIGMA(I,J) - SIGMAI(I,J)

	

DEL1(I,J) 	 SIGMA(I,J) - SIGMAO(I,J)

	

DEL2(1,J) 	 SIGMAI(I,J) - SIGMAIO(I,J)
605 	 CONTINUE
604 	 CONTINUE

C
C
	

PRELIMINARY RESULTS ARE PRINTED OUT.
C

WRITE(NOUT,994) ITER
DO 607 I 	 1, 4

DO 608 J = 1, I
WRITE(NOUT,993) I, J, SIG18(1,J), SIGMAI(I,J),

SIGMAC(I,J), DEL1(I,J), DEL2(I,J)
608 	 CONTINUE
607 	 CONTINUE

COMPUTATION OF THE NORM OF DELRO.

SNORM1 . 0.000
SNORM2 	 0,0D0
DO 700 I .• 1, 4
DO 700 J . 1, I

SNORM1 r SNORM1 + DEL1(I,J) * DEL1(I,J)
SNORM2 r SNORM2 + DEL2(I,J) * DEL2(I,J)

700 	 CONTINUE
SNORM1 r DSORT(SNORM1)
SNORM2 r DSQRT(SNORM2)

THE FOLLOWING TRANSFORMATIN IS BASED ON THE COVARIANCE
MATRIX OMEGA-STAR. FIRST, WE COMPUTE OMEGA-STAR.

DO 800 I . 1, 4
DO 800 J = 1, I

SIGIA(J,I) = SIGMA(I,J)
SIGMAI(J,1) r SIGMAI(I,J)

CONTINUE

DO 900 I r 1, 4
DO 900 J . 1, 4

Il = 2 * (I - 1) + 1
12 = Il + 1
Ji	2 * (J - 1) + 1
J2 = 3 1 + 1
OMEGAST(I1,J1) = SIGMA(1,J) * 1.0D02
OMEGAST(I2,J2) r SIGMA(I,J) * 1.0D02
OMEGAST(I1,J2) r SIGMAI(I,J) * 1.0 0 02
OMEGAST(I2,J1) r SIGMAI(1,J) * 1.0 0 02

800
C
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THEN, WE DEFINE AUXILIARY VARIABLES TO BE USED IN THE
SUBROUTINE OMEGINV.

OMEGHJ(I1,J1) 	 OMEGAST(I1,J1)
OMEGHJ(I2,J2) = OMEGAST(I2,J2)
OMEGHJ(I1,J2) r OMEGAST(I1,J2)
OMEGHJ(I2,J1) r OMEGAST(I2,J1)

900
	

CONTINUE
C

WRITE(NOUT,199)
DO 1000 I = 1, 8

WRITE(NOUT,198) (OMEGAST(I,J), J = 1, 8)
1000
	

CONTINUE
C
C
	

NOTE: OMEGA-STAR IS A REAL, SYMMETRIC, AND POSITIVE
C
	

DEFINITE MATRIX.
C

CALL OMEGINV(OMEGHJ)
C

CALL CHOLOME(OMEGHJ,U)
C
C
	

WE STORE THE CHOLESKY FACTORIZATION OF OMEGHJ IN BETA.
C

DO 1050 I = 1, 8
DO 1050 J . 1, I

IND = I * (I - 1) / 2 + J
BETA(IND) = U(I,J)

1050
	

CONTINUE
C

WRITE(NOUT,98)
WRITE(NOUT,99) (BETA(J), J . 1, 36)

C
CALL DOMEGA(OMEGAST,OMEGADET)

C
IF (ITERA .GT. 1) GO TO 1150

C
C 	 THE GRADIENT IS TESTED BY CALLING NAG-SUBROUTINE E04HCF.
C 	 E04HCF PROVIDES INITIAL VALUES FOR THE NEXT CALL ON SUBROUTINE
C 	 E04KBF, WHICH IS USED IF INTYPE.1.
C

TRANSF = .TRUE.
IFAIL = 1
CALL E04HCF(NVAR,FUNCT,X,F,G,IW,LIW,W,LW,IFAIL)
IF (IFAIL .EQ. 0) GO TO 1140

WRITE(NOUT,997) IFAIL
1140
	

CONTINUE
C

WRITE(NOUT,194) F
Q . F * 1.0 0 2
WRITE(NO(JT,96) Q
WRITE(NOUT,193)
DO 1130 J = 1, NVAR

WRITE(NOUT,1193) J, X(J), G(J)
1130 	 CONTINUE

C
MLLOG = - NRESID * 2 * (DLOG(2.0 * 3.14159))

- 0.5 *K* DLOG(OMEGADET) - 0.5*Q - 0.5*K*DLOG(1.00-16)
WRITE(NOUT,988) MLLOG

C
GO TO 2000

1150 	 CONTINUE
C
C 	 THIS POINT IN THE PROGRAM IS REACHED ONLY IF ITERA IS GREATER
C 	 THAN 1. ITS TASK IS THEN TO COMPUTE STANDARD ERRORS OF THE
C 	 COEFFICIENT ESTIMATES.
C
C 	 FIRST, WE TEST WHETHER ALL COEFFICIENTS ARE FREE OR NOT.
C 	 IF AT LEAST ONE IS AT ITS BOUNDARY, METHOD 2 (SEE APPENDIX G)
C 	 CANNOT BE USED, AND THIS TASK IS SKIPPED.
C

DO 1175 J . 1, SVAR
IF (ISTATE(J) .NE. J) GO TO 1300

1175 	 CONTINUE
CALL SER(NVAR, LH, HESL, HESD, XL, SE)

C
DO 1200 I . 1, NVAR

SE(I) r DSORT(2.0D0 * SE(I)) * 1.0 0 -1
1200 	 CONTINUE
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C
C
	

PRINT THE RESULTS.
C

WRITE(NOUT,191)
DO 1250 I	 1, NVAR

WRITE(NOUT,1193) I, X(I), SE(I)
1250 	 CONTINUE

C
1300 	 CONTINUE

C
IFLAG . 2
CALL FUNCT(IFLAG, NVAR, X, F, G, IW, LIW, W, LW)
Q . F * 1.0D2
MLLOG 	 - NRESID * 2 * (DLOG(2.0 * 3.14159))

-0.5 * K * DLOG(OMEGADET)-0.5 * K * DLOG(1.0D-16)-0.5 * Q
WRITE(NOUT,988) MLLOG

C
C
	

TESTS OF CONVERGENCE WITH RESPECT TO SIGMA AND SIGMAI.
C

IF (SNORM1.LT.TOL .AND. SNORM2.LT.TOL) GO TO 3000
C
2000 CONTINUE
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C
C* **********************************************************************
C
C	 PART III - 	 MISCELLANEOUS EDITING TASKS.THE BULK OF THESE
C 	 TASKS ARE PERFORMED IN A SEPARATE PROGRAM,
C	 WHICH IS NOT INCLUDED IN THIS ANNEX. THERE WE
C 	 COMPUTE STANDARD ERRORS ACCORDING TO METHOD 1,
C	 AND ESTIMATED BUDGET SHARES AND DEMAND ELASTI-
C 	 CITIES FOR CERTAIN VALUES OF THE EXOGENOUS
C 	 VARIABLES (REAL INCOME, REAL PRICES, AND
C 	 (IF INCLUDED) BACKGROUND VARIABLES.)
C
c*********************************m*************************************

C
WRITE(NOUT,189)

3000 WRITE(NOUT,188) ITER, F
Q . F * 1.0D2
WRITE(NOUT,96)

C
WRITE(NOUT,9952) (J, HESD(J), ISTATE(J), J = 1, NVAR)
WRITE(NOUT,9953) (HESL(J), J 	 1, LN)

C
IF ( .NOT. ASTAGE) GO TO 5000

ASTAGE 	 .FALSE.
GO TO 410

5000 CONTINUE
STOP

99999 FORMAT(26X,2F2.0,T463,4F9.2,T508,F9.2,T775,5F8.6)
11000 FORMAT(I2,T10,I4)
998 FORMAT(1H1,5X,"CONDITIONAL MINIMIZATION - GIVEN OMEGA) -

& "	 ITERATION = ",I2," SNORM1 	 ="D12.4,
" SNORM2 .",D12.4)

997 • FORMAT(//,15X,"IFAILr",I3,5X,"ERROR FOUND IN E04HCF")
996 FORMAT(/,15X,"MAX. NO. OF CALLS ON FUNCT.",I5)
9951 FORMAT(1H0,"AFTER",I3," ITERATIONS THE MINIMUM OF THE.,

" FUNCTION IS 	 :", F12.5,/1B0,6HINDEX ,3X,
13HCOEFFICIENT ,3X," GRADIENT
/(1X,I3,5X,1PD13.5,7X,1PD1 3 .5))

9952• FORMAT(1H0,6HINDEX ,9X,7HHESD(J),3X,"ISTATE(J)",
/(1X,I3,5X,1PD13.5,3X,13))

9953• FORMAT(1H0,10X,"HESL(J):",/(5(3X,1PD13.5)))
12000 FORMAT(1H0,15X,"RESID. 	 AFTER ",I5,"ITERATIONS :",/,

10X," EPS1",10X," ETA1",10X," EPS2",10X," ETA2",
10X," EPS3",10X," ETA3",10X," EPS4",10X," ETA4")

12001 	 FORMAT(1H0,8(3X,E12.4))
988 FORMAT(//," VALUE OF THE LOG-LIKELIHOOD FUNCTION 	 014.6)
994 FORMAT(1H1,5X,"AFTER",I3," ITERATIONS THE FOLLOWING ESTIMATES",

" FOR THE COVARIANCE MATRICES ARE OBTAINED :",/,
• 5X,"COM. I",4X,"COM. J",4X," 	 SIGMA",5X,

SIGMAI",5X," 	 SIGMAC",5X," 	 DEL1",5X," 	 DEL2")
993 FORMAT(5X,I5,5X,I5,5(3X,D12.4))
199 FORMAT(/,15X," OMEGA-STAR(8,8) ‚MULTIPLIED BY 10**2",/)
198 FORMAT(1H0, 8(3X, 0 12.4))
194 FORMAT(180,"RESULTS FROM SUBROUTINE FUNCT:",/,5X,

"THE FUNCTION VALUE .",1PD20.10)
193 FORMAT(5X,"INDEX ",5X,"COEFFICIENT ",8X,"GRADIENT",/)

1193 	 FORMAT(8X,I3,1PD13.5,5X,1PD20.10)
191 FORMAT(/,"THE OPTIMAL VALUES ANDS THEIR STANDARD ERRORS",

//,10X,"INDEX ",5X,"COEFFICIENT ",5X,"STANDARD ERROR")
189• FORMAT(//," MAXIMUM NO. OF ITERATIONS (MINIMIZATIONS)",

" IS REACHED")
188 FORMAT(//,"FINAL MINIMUM OF THE FUNCTION",/,

"AFTER",I5," MINIZATIONS EQUALS .", 0 12.4)
99 	 FORMAT(6(3X,D13.5))
98 	 FORMAT(//,3X,"BETA-VECTOR EQUALS:",/)
97 	 FORMAT(//,15X,"ERROR DETECTED IN E04KHF, IFAIL.",I3)
96 	 FORMAT(/,"THE SUM OF SQUARES Q r F*10**2 r",1PD20.10,//)

END
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C 	 286
C 	 SUBROUTINE OMEGINV
C
C

PURPOSE:
C

TO FIND THE INVERSE OF A REAL, SYMMETRIC MATRIX,WHICH IS
C 	 POSITIVE DEFINITE. OMEGINV CALLS ERG-SUBROUTINE FO1ACF.

SEE NAG(1978).
C

SUBROUTINE OMEGINV(A)
C

DOUBLE PRECISION 6 (9,9), B(9,9), Z(8), X024AF
C
C A 	 MATRIX TO BE INVERTED.
C B	 WORKING SPACE (MATRIX).
C Z 	

- 	

DITTO.
C X02AAF- 	 SMALLEST NUMBER WHICH CAN BE DISTINGUISHED BY A HONEYWELL-

BULL L60/6000 COMPUTER. CF. SUBROUTINE X02AAF, SEE
C 	 NAG(1978)•
C

INTEGER NOUT, N, IA, IB, L, IFAIL, IT
C
C ROUT

- 	

LOGICAL UNIT NUMBER FOR PRINTER.
C N 	

- 	

THE ORDER OF THE MATRIX A.
C IA 	

- 	

THE FIRST DIMENSION OF MATRIX A.
C IB 	

- 	

THE FIRST DIMENSION OF MATRIX B.
C L	

- 	

NUMBER OF CORRECTIONS. EVALUATED IN SUBROUTINE FOlACF.
C IFAIL - 	 DIAGNOSTIC VARIABEL. USED IN SUBROUTINE FO1ACF.
C IT 	

- 	

"DUMMY" VARIABEL USED IN SUBROUTINE X02AAF.
C

DATA Rout. /6/
N . 8
IA r 9
IB = 9
IFAIL . 1
CALL FO1ACF(N, X02AAF(IT), A, IA, B, IB, Z, L, IFAIL )
WRITE(NOUT,99999)
IF ( IFAIL .EQ. 0 ) GO TO 20
WRITE(NOUT,99998) IFAIL
STOP

C
C

20 WRITE(NOUT,99997)
DO 40 I r 1, N

WRITE(NOUT,99998) (A(I+1,J), Jr 1,1)
40 CONTINUE

WRITE(NOUT,99998) L
DO 50 I r 1, N
DO 50 J 	 1, I

A(I,J) = A(I+1,J)
50 CONTINUE

99999 FORMAT(///,15X,"REPORT FROM SUBROUTINE OMEGINV:")
99998 FORMAT(/,20X,"ERROR IN F'01ACF 	 IFAIL=",I2)
99997 FORMAT(20X,"LOWER TRIANGLE OF THE INVERSE:")
99996 FORMAT(20X,8D12.4)
99995 F0R461(20X,"RESULT FOUND AFTER ",I2,"ITERASIONS.")

RETURN
END

C
C
C SUBROUTINE CHOLOME
C
C
C PURPOSE:
C
C 	 TO FIND THE CHOLESKY-FACTORIZATION OF A REAL,
C 	 SYMMETRIC, AND POSITIVE DEFINITE MATRIX.
C 	 CALLS NAG-SUBROUTINE FO1BOF.
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SUBROUTINE CHOLOME(A, B)

C
C 	 LOCAL DOUBLE PRECISION VARIABLES.
C

DOUBLE PRECISION A(9,3), 5 (3,8), EPS, x02AAF, RL(28), D(3)
C
C A 	

- 	

CONTAINS THE MATRIX TO BE FACTORIZED.
C B 	

- 	

THE CHOLESKY-FACTORIZED MATRIX. (EQUALS RL , SQRT(D).)
C EPS 	 - 	 THE SMALLEST POSITIVE NUMBER TO BE DISTINGUISHED BY
C 	 THE HONEYWELL COMPUTER.(FROA RAG-SUBROUTINE x02AAF.)
C RL 	

- 	

ON ENTRY TO SUBROUTINE PolBQF, FL CONTAINS THE LOWER
C

	

	 TRIANGLE OF A. ON EXIT ML CoNTANS THE LOWER TRIaNJLE
OF B.

C D 	 - 	 ON ENTRY TO SUBROUTINE FoliwE, D CONTAINS THE DIAGONAL
C 	 OF A. ON EXIT, D CONTAINS THE SQUARED DIAGONAL ELEMENTS
C 	 OF B.
C
C 	 LOCAL INTEGER VARIABLES.
C

INTEGER IFAIL, m, N, ROUT
C
C IFAIL - 	 DIAGNOSTICS VARIABEL.
C N 	 DIMENSION OF MATRIX B.
C M 	 DIMENSION oF VEcrAil BL.
C ROUT - 	 LOGICAL UNIT NUMBER FOR PRINTER.
C

DATA 1)0 0 1 / fi
3

M . N * (N - 1) / 2
IFAIL . 1
EPS r X02AAF(EPS)

C
C
C

101
100

C

C
C
C

CREATE RL. AND D FROM A.

Il r 0
0 (1) r a(1,1)
DO 100 I . 2, N

12 .= I - 1
0 (1) r A(I,I)
DO 101 J r 1, 12

11 . 1.1 + 1
RL(I1) = A(I,J)

CONTINUE
CONTINUE

CALL FO1BQF( N, EEs, FL, m, D, 'FAH, )

EDIT OUTPUT.

WRITE(NOUT,9D9c00
IF ( IFAIL .EQ. 0 ) GO TO 201

4RITE(NOUT,99993) IFAIL
STOP

C
200 	 wRITE(NOUT,99997) ( 0(1), 1 . 1, N )

WR1TE(NOUT,90996)
DO 250 I . 1, 7

Il r I * (I - 1) / 2 + 1
12 . Il + I - 1
WRITE(NOuT,99995) (RL(J), J . Il , 1 2)

250 	 CONTINUE
C
C 	 CREATE MATRIX B. ( SEE )NFENITION ABOVE.)
C

11 = 0
8 (1,1) . DSQRT(D(1))
DO 300 I r J, 1

12 = I - 1
3 ( 1 ,r) r DGQRT(D(M
DO 301 J . 1, 12

Il r I1 + 1
B(I,J) r RL(I1) * B(J,J)

301 	CURE 1148E
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300 	 CONTINUE
99999 FORMAT(///,15X," REPORT FROM SUBROUTINE CHOLOME : ")
99998 FORMAT(20X,"ERROR IN SUBROUTINE FO1BQF IFAIL.",I2)
99997 FORMAT(20X,"THE DIAGONAL D (I.E. D**2) :

(20x,4(012.4 0 2x) ) )
99996 FORMAT(20X,"THE LOWER TRIANGLE (I.E. 	 BL ) :",/)
99995 FoRAAT(20x,8(012.4))

RETURN
END

SUBROUTINE DOMEG4

PURPOSE:

COMPUTATION OF THE DETERMINANT OF OMEGA-STAR.
CALLS NAG-SUBROUTINE FO3ABF.

SUBROUTINE DOMEGA(A, DET)
C
C 	 LOCAL DOUBLE PRECISION VARIABLES.
C

DOUBLE PRECISION A(9,8), DET, wKsBCF.(8)
C
C A 	 OMEGA-STAR.
C DET 	 - 	 DETERMINANT OF OMEGA-STAR.
C WESPEN- 	 WORKING SPACE USED IN SUBROUTINE FO3ABF.
C
C 	 LOCAL INTEGER VARIABLES.
C

INTEGER IA, N, IFAIL, ROUT
C
C IA 	

- 	

NO. OF ROWS IN THE MATRIX A.
C N 	

- 	

NO. OF 0:)LUMNS IN TRE MATRIX A.
C IFAEL - 	 DIAGNOSTIC VARIABLE.
C NOUT - 	 LOGICAL UNIT NUMBER FOR PRINTER.
C

DATA NOUT /6/
N . 8
IA . 3
'FAIL 	 1

C
CALL FO3ABF(A, I4, N, DET, WKSPCE, IFAIL)

C
WRITE(NOUT,99999)
IF(IFAIL 	 0) 	 GO TO 100

wRITB(NOUT,99998) IFAIL
STOP

100
	

WRITE(NOU,99997) DET
C
9999 FORMAT(///,15X,"REPORT FROM SUBROUTINE DOMEGA:")
99998 FORMAT(20X,"ERROR IN SUBROUTINE FO3ABF 	 IFAIL=",I2)
9997 FORIAT(20X,"DETERMINANT OF OANGA-STAR.",D14.6, 0 *1.0D-16")

BETURN
END

C
C
C SUBROWCINE TRANSOME
C
C
C PURPOSE:

- 	
C 	 TRANSFORMATION OF THE RESIDUALS EPSILON INTO THE
C 	 TRANSFORMED RESIDUALS ETA. THIS SUBROUTINE IS ALSO
C 	 USED FOR TRANSFORMING THE DERIVATIVES OF THE RESIDUALS.
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SUHROUTINE TRANSOME(A, X, TX)
DOUBLE PRECISION 8 (36), X(B), TX(3)

C
CA
	

VECTOR OF COEFFICIENTS USED FOR fiE fRANSFORIATION.
CX
	

VECTOR TO HE TRANSFORMED.
C TX
	

TRANSwORMED VECTOR OF RESIDUALS.
C

TX(1) = 9 (1) * 8(1) + 8 (2) * X(2) . A( 9 ) A X(3) + 1(7) * X(9)
+ 8 (11)* X(5) + 8 (16)* X(6) + A(22) * X(7) + Y.29) * X(3)

TX(2) 8(3) * 8(2) * 8 (5) *X(3) + A(8) * X(9)

TX(8)
	 8 (12)* X(5) + 8(17)* X(8) + 8(23)Å fl 73; 	): ;((m
▪ 1 ( 13). x(,) 	 8(18)* 11(5) 4. 8(24) * X(7) + 8(81)* X(8)

• TX(4) 	 A(1))4 X(9)
+ A(19)* 11 (5) + P.(1))* X(8) + 8 (25) * X(?) + 8 (32)* 11 (3)

TX(5) A(15)* 11 (5) + 2(20)* 8(6) + 8 (26) * 11 (7) + 8(83) * X(8)
TX(6) = 	 8 (21)* X(6) + A(27) * X(7) + 8(89)*  11 (3)
111 (7) 	8 (28) * X(7) + 8 (35)* X(3)
TX(8) = 	 A(88)* X(3)
RETURN
END

C
C 	 SUBROUTINE FUNCT
C
C
C PURPOSE:
C
C 	 COMPUTATION OF THE FUNCTION VALUE FC AND ITS FIRST
C 	 DERIVATIVES AT THE POINT XC. THE CONTROL PARAMETER [FLAG
C 	 IS SET EQUAL TO 0 OR 2 iY TOE NAG-ROUTINES WHICH GOVERN
C 	 FUNCT.
C 	 IF IFLAG=2 BOTH FC AND GC ARE COMPUTED,
C 	 IF CFL8G=0 ONLY FC IS COMPUTED.
C 	 THOSE VARIABLES WHICH ARE NOT Gr.VIN A DEFINITION BELOW, ARE
C 	 DEFINED AS IN THE MAIN FROGMAN.
C

SUBROUTINE FUNCT(IFLAG, MVAR, XC, FC, GC, IW, LIN, W, L5)
C
C 	 INTEGER VARIABLES (DEFINED II THE MAIN PROGRAN).
C

INTEGER
IFLAG, NVA 8, LIS, LW, IJ(2), K, IANT, NRESI0, NOUT

C
C 	 COMMON DOUBLE PRECISION VARIABLES
C

DOUBLE PRECISION 41(836), W2(836), 53(536), 42(836), SP(836),
P1(836), P2(836), P3(536), P4(336), P5(838), Y(836),
EPS1(836), EPS2(836), EP13(836), EPS4(836),

• ETA1(836), ETA2(836), ETA3(836), 1144(336), 9(836), 8(836),
• S1(836), S2(836), S3(836), S4(836), AA(836), BB(836)

C
C 	 COMMON LOGICAL VARIABLE.
C

LOGICAL TRANSF
C
C 	 LOCAL DOUBLE PRECISION VARIABLES
C

DOUBLE P2ECISION
& 	 XC(NVAR), FC, GC(NVAR), W(LW),
& SUMF, SUMG1, SUMG2, SU1103, SUMG4, SUMG5, SONGS, SUMG7,
& SUMG8, SUMG9, SUMG10,
& DER1(8), DER2(6), 093(8),
&	 DER4(8), 0E93(5), DER6(8), DER7(8), DER3(5),
& DER9(8), 0E810(8), TDER1(8), TDER2(8),
& 	 TDER3(8), TDER4(8), TDER5(8), TDER6(3), TDER7(5),
& 	 TDER8(8), 	 TDER9(8), TDER10(3), ESJ(8), 8E8( 6 ),
&	 HJA1, HJA2, 93111, 32112, HJC1,
& 	1120 2, HJD1, HJD2, HJE1, HJE2,
& HJF1, HJF2,
& HELP
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C 	 XC 	 CURRENT COEFFICIENT VALUES.
C 	 FC 	 - 	 FUNCTION VALUE AT XC.
C 	 GC 	 - 	 GRADIENT VALUE AT XO.
C 	 W 	 - 	 WORKING SPACE VECTOR (SEE MAIN PROGRAM).
C 	SUMP,
C 	 ..,SUMG10- 	 AUXILIARY SUMMATION VARIABLES.
C 	 DER1,...
C 	 ...,DER10- 	 VECTORS USED TO STORE THE DERIVATIVES OF THE
C 	 RESIDUALS WITH RESPECT TO EACH OF THE UNKNOWN
C 	 COEFFICIENTS.
C 	 TDER1,..
C 	 ..,TDER10- 	 VECTORS USED TO STORE THE TRANSFORMED VECTORS
C 	 DER1, 	  ,DER10.
C 	 ESJ 	 VE.,FOR USED TO STORE THE RESIDUALS RELATING TO ONE
C 	 PAATICULAR HOUSEHOLD.
C 	KEN 	-	 THE VECTOR ESJ AFTER TRANSFORMATION.
C 	 HJA1,...
C 	 ...,HELP - 	 AUXILIARY INTERMEDIATE VARIABLES.
C

COMMON /BLK1/ TRANSF,K,W1,W2,W3,W4,N,A,
Pl, P2, P3, P4, P5, Y, SP,
EPS1, EPS , EP 5 3, EPS4, ETA1, ETA2, ETA3, ETAR,
5 1, S2, S3, 54, AA, BB

C
DATA NRESID,NOUT

/ 836, 	 6/
C
C 	 COMMON DOUBLE PRECISION VARIABLES (BLOCK 2)
C

DOUBLE PRECISION OMEGADET,BETA(35)
C
C

COMMA /BLK2/ OMEGA DET, BETA
C
C 	 HELP IS USED TO ENSURE THAT THE WEIGTHS OF THE PRICE INDEX
C 	 FUNCTION ADD TO UNITY.
C

HELP . 1.0 - XC(7) -xc(a) -xc(9) - XC(10)
C
C
	

TEST POSITIVITY OF HELP
C

IF (HELP .GT. 0.000) GO TO 10
C

WRITE(NOUT,99) HELP
WRITE(NOUT,98) (XC(J), J = 7, 10)

C
10
	

CONTINUE
DO 100 I
	

1, NRESID
SP(I) = XC(7) * Pl(I) + XC(B) * P2(I) + XC(9) * P3(I)

+ XC(10) * P4(I) + HELP * P5(I)
100 	 CONTINUE

C
CREATE A SET OF AUXILIARY VARIABLES.

C
DO 101 I 7. 1, NRESID

51(T) . XC(7) * ( Pl(I) / SP(I) ) - XC(1)
S2(I) 	 XC(B) * ( P2(I) / SP(I) ) - XC(2)
S3(I) 	 XC(9) * ( P3(I) / SP(I) ) - XC(3)
S4(I) 	 XC(10) * ( PR(I) / SP(I) ) - XC(4)
BB(I) = Y(I) / SP(I)
AA(I) 	 XC(5) * DLOG(BB(I)) + XC(6)

101 CONTINUE
C
C
	

CREATE THE VECTORS OF RESIDUALS EPS1 THROUGH EP54.
C

	DO 200 I 	 1, NRESID

	

EPS1(I) 	 W1(I) - XC(1) - S1(1) * AA(I)
EPS2(I) = W2(I) - KC(2) - 52(I) * AA(I)

	

EPS3(I) 	 W3(I) - XC(3) - S3(I) * AA(I)

	

EPS4(I) 	 W4(I) - XC(4) - S4(I) * AA(I)
200 	 CONTINUE



291

C
C 	 ThANSFORNATION OF THE RESIDUALS:
C 	 WE GALL SUBROUTINE TRANSOME FOR TE RESIDUALS WHICH CORRESPOND
C 	 TO THE SAME HOUSEHOLD.
C

DO 600 C r 1, K
Il r 2 ä (1 - 1) + 1
12 = 11 + 1
ESJ(1) = EPS1(11)
ESJ(2) = EPS1(12)
ESJ(3) EPS2(11)
ESJ(4) = EPS2(I2)
ESJ(5) = EPS3(I1)
ESJ(6) EP 3 3(I2)
ESJ(7) r EPS4(I1)
ESJ(8) r EPS4(I2)
CALL TRANSOME(BETA, ESJ, KEB)
ETA1(I1) = KEB(1)
ETA1(I2) r KEB(2)
ETA2(I1) r KER(3)
ETA2(I2) r KER(N)
ETA3(I1) = KEB(5)
ETA3(I2) = KEB(6)
ETA4(I1) r KEB(7)
ETA4(I2) = KEB(8)

600 	 CONTINUE

SURF 	 r 0.000
DO 	 700 	 I 	 = 	 1, 	 K

Il 	 . 	 2 	 * 	 (I 	 - 	 1) 	 + 	 1
I2 	 r 	 Il 	 + 	 1
SUMF = SURF + ETA1((1)*ETA1(I1) + ETA1(I2)*ET41(I2)

+ ETA2(I1)*ETA2(I1) + ET92(I2)*ETA2(I2)
+ ETA3(I1)*ETA3(I1) + ETA3(I2)*ETA3(I2)
+ ETA4(I1)*ETA4(I1) + ETA4(I2)*ETA4(I2)

700 CONTINUE
FC . SURF

C
CALCULATION OF DERIVATIVES.

C
IF 	 (IFLAG 	 .EQ. 	 0) RETURN

C
C

SUMG1 = 0.000
SUMG2 0.0D0
SUMG3 = 0.0D0
SUMG4 = 0.0D0
SUMG5 0.0 0 0
SUMG6 = 0.000
SUMG7 . 0.000
SONGS = 0.000
SUMG9 	 0.0 0 0
SUMG10 	 0.000

BEFORE ENTERING THE LOOP LABELLED 1000, 4E SET THE DERIVATIVES
WHICH SHALL ALWAYS BE ZERO, EQUAL CO THIS VALUE.

DO 50 I . 1, 8
DEN1(i) 	 0.0D0
DER2(I) = 0.0D0
DER3(I) = 0.0 0 0
DER4(I) r 0.000

50 	 CONTINUE
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DO 1000 I . 1, K
Il = 2 * (I - 1) + 1
12 = Il + 1

C
HJA1 = AA(I1) / BB(I1)
HJA2 r AA(I2) / 83 (12)
H 18 1 = DLOG(88(11))
1JB2 = DLOG(BB(I2))
HJC1 	 HJA1 / SP(I1)
HJC2 	 HJA2 / SP(I2)
HJO1 =1JC1 / SP(11)
HJD2 = HJC2 / SP(I2)
HJE1 = XC(5) / ( SP(il) * 8 8 (I1))
HJE2 = XC(5) / ( SP(I2) * BB(I2))
HiFi = AA(I1) / 1 (11)
HJF2 = AA(I2) / 1 (I2)

C
DE 9 1(1)
DER1(2)

r	-	 1.000
= 	 -	 1.000

+ HJA1
+ HJA2

DER2(3) = 	0 E 8 1(1)
0 E 9 2(4) = 	 DER1(2)
DER3(5) = 	0 E 9 1(1)
DER3(6) = 	 DER1(2)
0 ER4(7) = 	0 E 9 1(1)
0 E 9 4(8) = 	0 E 11 1(2)
DER6(1) = 	 - 	5 1(I1) / 	38 (I1)
DE96(2) r - 	 5 1(12) / 	88 (I2)
0 E 9 6(3) = 	 - 	5 2(11) / 	 BB(I1)
DER6(4) r	-	 S2(12) / 	88 (I2)
0 E 9 6(5) = 	 - 	 S3(I1) / 	98 (I1)
0 E 9 6(6) = 	 - S3(12) / 	 BB(I2)
DER6(7) = 	 - 	5 4(I1) / 	 BB(11)
DER6(3) = 	 - 	 54(12) / 	83 (I2)
DER5(1) = 	 DE 9 6(1) * HJB1
0 E 9 5(2) r 	 0 E 9 6(2) * 	 lJ32
DE95(3) r 	0 E 9 6(3) * 	 HJB1
DE 3 5(4) = 	 DER6(4) * HJB2
0 E 8 5(5) r 	0 E 9 6(5) * HJB1
0 E 8 5(6) r 	 2E86(6) * H 13 2
DE95(7) r 0 E 8 6(7) * 	 HJB1
0 E 9 5(8) = 	0 E 9 6(3) 6 	113 2
DE97(1) = 	 - 	 P1(I1) * HJ01 	 + 	 ( P1(I1) - 	 P5(I1) 	 )

* 	 ( 	 P1(I1) 	 * 	 XC(7) 	 * 	11 J 0 1 	 + 	5 1(I1) 	 * 	 (	 iJE1 	 -
0 E 8 7(2) 	 - 	 P1(I2) 	 * 	 3JC2 	 + 	 ( 	 P 1 (I2) 	 - 	 P5(12) 	 ) 	 *

HJF1 	 ) )

(	2 1(12) 	 * 	 XC(7) 	 * 	 8 J0 2 	 + 	5 1(I2) 	 * 	 (	8 JE2 	 - HJF2 	 ) )
DER7(3) 	 ( 	 1'1(11) 	 - 	 P5(I1) 	 ) 	 * 	 (	 P2(I1) 	 * 	 X0(8) * 	 310 1 +

S2(I1) 	 * 	 ( 	 HJE1 	 HJF1 	 ) 	 )
0 E 9 7(4) 	r 	(	 P1(I2) 	 9 5(I2) 	 ) 	 * 	 ( 	 P2(I2) 	 * 	 XC(8) * 310 2 +

S2(I2) 	 * 	 ( 	 HJE2 	 - HJF2 	 ) 	 )
0 E 11 7(6) 	 = 	 ( 	 P 1 (I1)	 - 	 P5(I1) 	 ) 	 * 	 ( 	 P3(I1) 	 * 	 XC(9) * 	310 1 +

3 3(I1) 	 * 	 ( 	54 JE1 	 - 	 iJF1 	 ) 	 )
0 E 9 7(6) 	 = 	 ( 	 P1(I2) 	 - 	 P5(12) 	 ) 	 * 	 ( 	 P3(I2) 	 * 	 X0(9) * 8 J0 2 +

S3(I2) 	 * 	 ( 	 HJE2 	 - 	 HJF2 	 ) 	 )
0 E 3 7(7) 	 = 	 ( 	 P1(I1) 	 -	 P5(I1) 	 ) 	 * 	 ( 	 P4(I1) 	 * 	 XC(10) * 	110 1 +

E4(I1) 	 * 	 ( 	81E1 	 - 	HiFi	 ) 	 )
0 E 3 7(8) 	 = 	 ( 	 P1(I2) 	 -	 P5(12) 	 ) 	 * 	 (	 P4(I2) 	 * 	 XC(10) * 810 2 +

S4(I2) 	 * 	 ( 	 HJE2 	 - 	 8JF2 	 ) 	 )
DER8(1) 	 = 	 ( 	 P2(I1) 	 - 	 P5(I1) 	 ) 	 * 	 ( 	 P1(I1) 	 * 	 XC(7) * 	 HJD1 +

Sl(I1) 	 * 	 ( 	 HJE1 	 - 	 HJF1 	 ) 	 )
DE98(2) 	 = 	 ( 	 P2(I2) 	 -	 P5(12) 	 ) 	 * 	 ( 	 P1(I2) 	 * 	 XC(7) * 8 J 0 2 +

31(12) 	 * 	 ( 	 H 1 E2 	 - 	 HJF2 	 ) 	 )
DER8(3) 	 = 	 - 	 P2(11) 	 * 	 HJC1 	 + 	 ( 	 P2(I1) 	 - 	 P5(1.1) 	 ) *

( 	 P2(I1) 	 * 	 XC(8) 	 * 	 HJD1 	 + 	3 2(I1) 	 * 	 ( 	8 JE1 	 - HJF1 	 ) )
1) E 8 8(4) 	 = 	 - 	 P2(I2) 	 * 	 HJC2 	 + 	 ( 	 P2(12) 	 - 	 25(12) 	 ) 	 *

( 	 P2(12) 	 * 	 X 0 (3) 	 * 	 4122 	 + 3 2(I2) 	 * 	 ( 	8 JE2 	 - HJF2 	 ) )
0 E 9 8(5) 	 = 	 ( 	 P2(I1) 	 - 	 P5(I1) 	 ) 	 * 	 ( 	 23(11) 	 * 	 XC(9) * 	1110 1 +

5 3(I1) 	 * 	 ( 	 UJE1 	 - 	 H 12 1 	 ) 	 )
0 E 3 8(6) 	 = 	 ( 	 P2(I2) 	 - 	 P5(I2) 	 ) 	 * 	 ( 	 P3(12) 	 * 	 XC(9) * 8 J0 2 +

S3(I2) 	 * 	 ( 	 HJE2 	 - 	 HJF2 	 ) 	 )
0 E 9 8(7) 	r 	(	 P2(I1) 	 - 	 P5(I1) 	 ) 	 * 	 ( 	 P4(I1) 	 * 	 XC(10) * H 15 1 +

S4(I1) 	 * 	 ( 	 HJE1 	 - 	 HJ2 1 	 ) 	 )
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DER6(8) = ( P2(I2) - P5(I2) ) * ( P4(I2) * XC(10) * HJD2 +
S4(I2) * ( HJE2 - HJF2 ) )

DER9(1) = ( P3(I1) - P5(I1) ) * ( P1(I1) * EC(7) * HJD1 +
S1(I1) * ( HJE1 - HiFi ) )

DER9(2) = ( 23(12) - P5(I2) ) * ( P1(I2) * XC(7) * HJD2 +
S1(I2) * ( HJE2 - HJF2 ) )

DER9(3) = ( P3(I1) - P5(I1) ) * ( P2(I1) * XC(8) * HJD1 +
S2(I1) * ( HJE1 - HJF1 ) )

DER9(4) = ( P3(12) - P5(I2) ) * ( F2(12) * XC(3) * HJD2 +
S2(I2) * ( HJE2 - HJF2 ) )

DER9(5) = - P3(I1) * HJC1 + ( P3(I1) - P5(I1) ) *
( P3(I1) * XC(9) * HJD1 + S3(I1) * ( AJE1 - HJF1 ) )

DER9(6) = - P3(I2) * HJC2 + ( P3(I2) - P5(I2) ) *
( 2 3(I2) * XC(9) * HJD2 + 53(12) * ( HJE2 - HJF2 ) )

DER9(7) r ( P3(I1) - P5(I1) ) * ( P4(I1) * XC(10) * HJD1 +
S4(I1) * ( HJE1 - HJF1 ) )

0 E 9 9 ( 3) = ( P3(I2) - P5(I2) ) * ( 2 4(I2) * XC(10) * 3 J 0 2 +
S4(I2) * ( HJE2 - HJF2 ) )

0 E 9 10(1) = ( P4(I1) - P5(I1) ) * ( P 1 (I1) * XC(7) * HJD1 +
S1(I1) * ( HJ11 - HJF1 ) )

DER10(2) = ( P4(I2) - P5(I2) ) * ( P1(I2) * XC(7) * HJD2 +
S1(I2) * ( HJE2 - RJF2 ) )

0 E 9 10(3) r ( P4(I1) - P5(I1) ) * ( P2(I1) * XC(3) * HJD1 +
32(I1) * ( HJE1 - HJF1 ) )

0 E 9 10(4) = ( P4(I2) - P5(I2) ) * ( P2(12) * XC(6) * HJD2 +
S2(I2) * ( HJE2 - 1JF2 ) )

DER10(5) = ( P4(I1) - 2 5(I1) ) * ( P3(I1) * XC(9) * HJD1 +
S3(I1) * ( HJE1 - HJF1 ) )

DER10(6) = ( 2 4(I2) - P5(I2) ) * ( P3(I2) * XC(9) * HJD2 +
S3(I2) * ( HJE2 - HJF2 ) )

DER10(7) = - 2 4(I1) * HJC1 + ( 2 4(I1) - P5(I1) ) *
( P4(I1) * XC(10) * HJD1 + S4(I1) * ( HJE1 - HiFi ) )

0E 9 10(3) = - P4(I2) * RJC2 + ( P4(I2) - P5(I2) ) *
( P4(I2) * XC(10) * HJD2 + S4(I2) * ( HJE2 - RJF2 ) )

TRANSFORM THE DERIVATIVES OF THE RESIDUALS.

CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,
CALL TRANSOME(BETA,

0 E 9 1, 10 E 9 1)
DER2, TDER2)
DER3, TDER3)
DIRA, TDER4)
DER5, TDER5)
DER6, TITER6)
0 E 9 7, TDER7)
DER3, TDERB)
DER9, TDER9)
DER10, TDER10)

C
SUMG1 r SUMG1

+ ETA1(i1)*TDER1(1) + ETA1(I2)*TDER1(2)
+ ETA2(I1)*TDER1(3) + ETA2(I2)*TDER1(4)
+ ETA3(I1)*TDER1(5) + ETA3(12)*TDE91(6)
+ ETA4(I1)*TDER1(7) + ETA4(I2)*TDER1(3)

SUMG2 r 31F4G2
+ ETA1(I1)*TDER2(1) + ETA1(I2)*TDER2(2)
+ ETA2(I1)*TDER2(3) + ETA2(I2)*TDER2(4)
+ ETA3(I1)*TDER2(5) + ETA3(I2)*TDER2(6)
+ ETA4(I1)*TDER2(7) + ETA4(I2)*TDER2(6)

SUMG3 = SUMG3
+ ETA1(I1)*TDER3(1) + ETA1(I2)*TDER3(2)
+ ETA2(I1)*TDER3(3) + ETA2(I2)*TDER3(4)
+ ETA3(I1)*TDER3(5) + ETA3(I2)*TDER3(6)
+ ETA4(I1)*TDER3(7) + ETA4(I2)*TDER3(8)

SUMG4 = SUMG4
+ ETA1(I1)*TDER4(1) + ETA1(I2)*TDER4(2)
+ ETA2(I1)*TDER4(3) + ETA2(I2)*TDER4(4)
+ ETA3(I1)*TDER4(5) + E1A3(I2)*TDER4(6)
+ ETA4(I1)*TDER4(7) + ET44(I2)*TDER4(3)

C

C

C

C
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SUMG5 = SUMG5

+ ETA1(I1)*TDER5(1) + ETA1(I2)*TDER5(2)
+ ETA2(I1)*TDER5(3) + ETA2(I2)*TDER5(4)
+ ETA3(I1)*TDER5(6) + ETA3(I2)*TDER5(6)
+ ETA4(I1)*TDER5(7) + ETA4(I2)*TDER5(8)

SUM(16 = SUMG6
+ ETA1(I1)*TDER6(1) + ETA1(I2)*TDER6(2)
+ ETA2(I1)*10ER6(3) + ETA2(I2)*TDER6(4)
+ ETA3(I1)*TDER6(5) + ETA3(I2)*TDER6(6)
+ ETA4(I1)*TDER6(7) + ETA4(I2)*TDER6(3)

SUMG7 	 SUMG7
+ ETA1(I1)*TDER7(1) + ETA1(I2)*TDER7(2)
+ ETA2(I1)*TDER7(3) + ETA2(I2)*TDER7(4)
+ ETA3(I1)*TDER7(5) + ETA3(I2)*TDER7(6)
+ ETA4(I1)*TDER7(7) + ETA4(I2)*TDER7(8)

SUMG8 = SUMG8
+ ETA1(I1)*TDE93(1) + ETA1(I2)*TDER8(2)
+ ETA2(i1)*TDER8(3) + ETA2(I2)*TDER8(4)
+ ETA3(I1)*TDER8(5) + ETA3(I2)*T0ER8(6)
+ ETA4(I1)*TDER8(7) + ErA4(I2)*TDER8(8)

SUMG9 = SUMG9
+ ET41(I1)*TDER9(1) + ETA1(I2)*TDER9(2)
+ ETA2(I1)*T0ER9(3) + ETA2(I2)*TDER9(4)
+ ETA3(I1)*TDER9(5) + ETA3(I2)*TDER9(6)
+ ETA4(I1)*TDER9(7) + ETA4(I2)*TDER9(8)

C
1000

SUMG10 = SUMG10
+ ETA1(f1)*TDER10(1) + ETA1(I2)*TDER10(2)
+ ETA2(I1)*TDER10(3) + ETA2(I2)*TDER10(4)
+ ETA3(I1)*TDER10(5) + ETA3(I2)*TDER10(6)
+ ETA4(I1)*TDER10(7) + ETA4(I2)*TDER10(8)

CONTINUE

3 0 (1) = 2.000 * SUMG1
GC(2) = 2.000 * SUMG2
GC(3) = 2.000 * SUMG3
30 (4) = 2.000 * SUMG4
GC(5) = 2.000 * SUMG5
GC(6) = 2.000 * SUMG6
GC(T) = 2.000 * SUMGT
GC(8) = 2.000 * SUMG8
GC(9) = 2.000 * SUMG9
GC(10) r 2.000 * SOMG10

FORMAT (1H0,"HELP IS NEGATIVE. HELP =",1PD20.5)
FORMAT(/,3X,4016.6)

RETURN
END

SUBROUTINE MONIT

PJRPOSE:

THE SUBROUTINE MONITORS THE PROGRESS OF THE MINIMIZATION
PERFORMED IN NAG-SUBROUTINE E04KBF.

SUBROUTINE MONIT(NVAR, XC, FC, GC, ISTATE, GPJNRM, COND,
POSDEF, NITER, NF, IN, LIS, W, LW)

LOCAL INTEGER VARIABLES.

INTEGER

C
99
98

C

NVAR, NITER, NF, LIN, LW, NOUT, ISTATE(NVAR), TW(LIW)
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C
C NVAR

- 	

NO. OF COEFFICIENTS TO BE ESTIMATED.
C NITER

- 	

NO. OF ITERATIONS PERFORMED .
C NF 	

- 	

NO. OF FUNCTION EVALUATIONS.
C LIW 	 - 	 DEFINED IN MAIN PROGRAM.
C LW 	 - 	 DEFINED [N MAIN PROGRAM.
C IW 	 - 	 DEFINED IN MAIN PROGRAM.
C ISTATE - 	 CONTAINS INFORMATION ABOUT WHICH VARIABLES HAVE CURRENTLY
C 	 THEIR BOUNDARY VALUES AND WHICH ARE FREE.
C HOOT

- 	

LOGICAL UNIT NUMBER FOR PRINTER.

LOCAL DOUBLE PRECISION VARIABLES.
C

DOUBLE PRECISION FC, GPJNRM, COND, XC(NVAR), GC(NVAR), W(LW)
C
C XC 	

- 	

CURRENT VALUES OF THE UNKNOWN COEFFICIENTS.
C FC 	 - 	 FUNCTION VALUE AT XC.
C GC 	

- 	

GRADIENT VALUE AT XC.
C GPJNRM - 	 THE EUCLIDEAN NORM OF THE (PROJECTED) GRADIENT.
C COND

- 	

ESTIMATED VALUE OF THE CONDITION NUMBER OF THE (PROJECTED)
C 	 HESSIAN MATRIX
C
C 	 LOCAL LOGICAL VARIABLES

LOGICAL POSDEF
C
C POSDEF - 	 LOGICAL VARIABEL.(ALWAYS EQUAL TO "TRUE" IN THIS PROGRAM.)
C

DATA MOOT /6/
C

WRITE(N3UT,99) NITER, NF, FC, GPJNRM, COND
WRITE(NOUT,98)
DO 100 J . 1, NVAR

WRITE(NOUT,97) J, XC(J), GC(J), ISTATE(J)
100 	 CONTINUE

C
99 	 FORMAT(/,140,"NITER NF 	 FC 	 GPJNRM 	 COND",

/,I4,I5,3(1PD13.5))
98 	 FORMAT(/,3H0 	 ,1X,"J 	 XC(J) 	 GC(J) ISTATE(J)",/)
97 	 FORMAT(1H ,I4,1P2D13.5,I10)

C
RETURN
END

C
C
C SUBROUTINE SER
C
C
C PURPOSE:
C
C 	 INVERSION OF A CHOLESKY FACTORIZED MATRIX.
C
C

SUBROUTINE SER(N, IL, HL, HD, XL, SE)
DOUBLE PRECISION /MIL), HL(IL), HD(N), SE(N), SS
INTEGER N, IL

C
C N 	 NO. OF UNKNOWN COEFFICIENTS.
C IL 	 DIMENSION OF HESSIAN MATRIX.
C HL 	 HESL (SEE MAIN PROGRAM).
C HD 	 HESD (SEE MAIN PROGRAM).
C SE 	 VECTOR CONTAINING THE DIAGONAL ELEMENTS OF THE INVERSE
C 	 OF THE HESSIAN.
C XL 	 VECTOR CONTAINING THE INVERSE OF HESL, STACKED ANALOGOUSLY.
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FIRST, WE ESTABLISH THE VECTOR XL.

DO 1 I = 2, 4
II = I - 1

DO 2 J = 1, II
IND . (I-1) * (I-2) / 2 + J
SS = - HL(IND)
IF (J .EQ. Ii) GO TO 2
IXI =1-J- 1
DO 3 K = 1, IXI

INL = (1 - 1) 	 (I - 2) / 2 + K + J
INX . (K + J - 1) * (K + J - 2) / 2 + J

3 	 CONTINUE
SS . SS - HL(INL) * XL(INX)

2 	 XL(IND) = SS
1 	 CONTINUE

C
C 	 SECOND, WE COMPUTE THE DIAGONAL ELEMENTS OF THE INVERSE OF
C 	 THE HESSIAN.
C

DO 4 I r 1, N
SS = 1.0 / HD(I)
IF(I .EQ. N) GO TO 6

II . I + 1
DO 5 J = II, N

IND = (J - 1) 4 (J - 2) / 2 + I
SS = SS + XL(IND) * XL(IND) / HD(J)

CONTINUE
CONTINUE
SE(1) = SS

4 	 COtITLNUE
RETURN
END
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