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ABSTRACT

Most of the literature on survey sampling deals with a single

stratifying variable. In this paper an attempt is made to study the

effect of using two stratifying variables. We present an approximation

to the variance of the study variable under the assumption of a linear

regression on the two stratifying variables. This approximation depends

only on the number of strata, the simultaneous density of the strati-

fying variables, and the correlations between the study variable and

each of the stratifying variables. In Sections 3 and 4 we study the

case in which the stratifying variables are independent. In Section 5

the stratifying variables are assumed to have a bivariate normal dis-

tribution. The results seem to indicate that in many practical situ-

ations the gains from using two stratifying variables over one seem to

be nontrivial.

1. INTRODUCTION

Our aim is to estimate the population mean of some quantitative

characteristic Y in a finite population. The population is partitioned

into a number of strata, and from each stratum a simple random sample is

selected. The variance of the usual stratified mean y
st 

evidently

depends on how the strata are constructed and how the sample is allocated.

The effect of stratification using one stratifying variable has

received considerable attention in the sampling literature. See Cochran

(1963), Dalenius (1957), (1959), Ekman (1959), Kish (1964), Serfling (1968),

Sethi (1963), and Thomsen (1976). One of the conclusions from these studies

is that when stratification is done on an auxiliary variable, the optimal

number of strata is somewhere between 1 and 10, except in cases with

extremely large correlation between the stratifying variable and the

study variable.

In this paper we shall demonstrate that under some conditions one

can expect a considerable reduction of the variance by using two strati-

fying variables, and in this case the optimal number of strata is larger

than when stratifying along one variable.

When stratification is done along one variable with density f, an

efficient stratification and allocation method consists in choosing the

boundary points such that they create equal intervals on the cum ir scale,
and allocate the sample with an equal number of observations to each



stratum (Dalenius et. al, 1959; Ekman, 1959). Although the mathematics

behind these rules is crude, they seem to work well for both theoretical

and actual distributions (Cochran, 1961; Hess et. al., 1966).

In this paper we shall take the position that the population values

of the two stratifying -Variables, X and Z, are generated from a background

bivariate distribution with a joint density f and marginal densities f i

and f2' The population values of the study variable y are also assumed

to be realizations of a stochastic background variable, and the regression

of this variable on the stratification variables is assumed to be linear.

The population is stratified into rs strata in the following way: Using

the "cum IT
1
 " method, r strata are constructed alon X, and s strata are

constructed by an equal partitioning of "cum IT
2
 ". An element in the

population belongs to stratum (i,j) if its X-value belongs to the i-th

stratum along X and its Z-value belongs to the j-th stratum along Z.

The sample is allocated with n/rs observations in each stratum. It is

assumed that there are Nij units with Y-values (h=1,2,...,N..) in stratum

(i,j). Their mean is

1\17 E Y.ljlj h ijh'

and their empirical variance is

2 	 -
= (N. -1)

1 E (Y. -Y..) .
1 h 1

The population mean is

V= N-1 E Y..
i,j,h i3h'

where N=EN... We denote the sample size in stratum (i,j) by n.., and

the k-th observed Y-value in stratum (i,j) by yijk . The stratum mean

in stratum (i,j) is

—y . . = n 	 E
13

and

y
st 

= E y..N../N
13 13

is an unbiased estimator of Y.

We realise that this stratification and allocation need not be

optimal. Other stratification and allocation methods can be studied by

an approach similar to the one used in this paper.

In Section 2 we give an approximation to the variance of the

stratified mean. This approximation of the variance only depends on n,

r, s, the correlation coefficients between the study variable and the

stratifying variables, and the simultaneous density of X and Z. In
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Sections 3 and 4 we study the case where X and Z are indeperidet, and

find the optimal choice of n, r and s for fixed cost. In Section 5,

X and Z are assumed to have a bivariate normal distribution.

The results in this study should be combined with results from

real - life data and/or aitificial data before any final conclusions about

the efficiency of using more than one stratifying variable can be made,

but some results seem to be indicated already: When one chooses to

construct many strata, the gain from using two stratifying variables

instead of one seems to be non- trivial when the correlations between the

study variable and each of the stratifying variables are of some size, and

the correlation between the two stratifying variables is small. Under the

same conditions the results indicate that for a given number of strata,

it is more efficient to use two stratifying variables and make a few

strata long each variable, as compared with using only the "best"

stratifying variable and make optimal stratification along this variable.

2. AN APPROXIMATION TO THE VARIANCE

For any two stochastic variables U and V with joint

density g(u,v), and marginal densities g i (u) and g2 (v) respectively,

we define

03
(u ) = 1: g	 u )	 du,

J—co

co

a
2
(U)= 	 u2g1(u)du{ 	 ug

1
 (u)dul

2
,

0.00

00 1 CO

M(U,V
12a

K 3 (U)K(V) 	 g 2 	
_3 	 _1

(u , v)g1 2 (u)g
2

2 (v) du dv
OD'

N(U,V) = K(U)K(V) g
2
(u,v)g

1
2 (u)g

2
2 (v) du dv.

and

oo

When finding an approximation to the variance of the stratified

mean, we shall confine our attention to a finite square [a,b: x :c,d]
outside of which f(x,z) may be assumed to be zero with negligible error.

Let p 1 (X)‹...<p r1 (X) and q 1
 (Z)<...‹q

1
 (2) be the boundary points defining

- 	 ' 	 s-
r strata along X and s strata along Z. po (X)=a, p (X)=b, q 0 (Z)c, and

n (71=r1



2
a i (X)

.(X)
1

-(X) 	 f1 (x)dx,

p.(X)
1-1

,-p 1 (X)

P- 1 (X)1-

(Z)
j-1

2f 1
(x) 	

.rpi(X) 11(x\
J 	 2

	W(X)	 W.(X)x 	 dx - { 	 x 	  dx}
-

i 

"' P i-1 (x) 1

q.(Z)

W. (Z) 	 f
2
(z)dz,

5 

P.00

[f 1 (x):1 1 dx,

(
Pi-1

X) 

o i (z)
Lf 2 (

q..1 (Z) 
A.(X) =
1

A.(Z) =
.3

z)jdz,   

W. = W. X,Z)1j 	 1j .

(X) 	(q. (Z)

f

f(x,z)ds,

00J cl . 1 (z)j-

•

•

í.(z) 	 rq.(Z)
	q J 	 f (z) 	 j 	 f (z)

2 	2
c5 (z) = 	 z 2  2 

	dz 	 I 	 zW.(Z) 	 W,(Z)

	j 	jci.j-1-(Z)j

Following Cochran (1963; p. 130), we shall approximate f(x,z) with

a constant within. each stratum. Hence

Wij (X,Z) = 	 i-1(x):E-qj(z)--qj-1(z)1

where 	 is the "constant" value of f(x,z) within stratum (i,j). Similarly,

2 	 . 	 -a i (X) = Lp i (X) 	 p 1_ 1 (X)12 /12,

2 	 -a 	 (Z) 	 q

	

q 	 -1
.(Z) 	 . . 	 (Z)J2 /12
J 	 [j 	 3

Ai (X) A 	 (X)[pi(X) -

and

A.(Z) 	 0(Z):q.(Z)
J 	 J 	 J 	 J-1 	 -

where
1C.(X) and 	 (Z) are 	 "constant" values of the marginal densities

within the i-th stratum in X and the j-th stratum in Z respectively.

The model adopted in this paper is similar to the model adopted

in Thomsen (1976), and differs slightly from others in the literature, •

in that we have assumed explixitly that the population values of Y, X, Z

are generated by a background distribution. As in Thomsen (1976) it can

be shown that this makes no difference to the mathematics.
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Suppose now that the regression of Y and X and Z is linear, i.e.,

i,j,k = c	aXi , j ,k 	Øx.	 .4- e
1,j,k	 i,j,k'

where E(e. .	 =0, var(e. . ,	
k)=02 and the iij 

are uncorrelated with
1,3,k) 1,3,K

eachotherandwith X.	 and Z.	 (yIf we for convenience let var st
)ijk

denote the expected value of the conditional variance of	 given all
- st

population Y-values, and use a similar approach as in lemma 1 in Thomsen

(1976), we find under the assumptions given that

(2.1)
rs	 2 2

var CYst ) 	.E	 (Y)
1,3  

rs	 2	22	 22	 2
=	 I W. (o. a. (X) +	 ci.. (Y) + a.

1
n.	 13	 13

,j
+ 2a,(34 cov..(X,Z)),

where covij (X,Z) is the covariance between X and Z within stratum (i,j).

2	2Weshallassumethato
ij
(e)=oWandcov ii (X,Z) = 0 for all i,j.

Then

(2.2) -r 	 2 2	 2	 2 2var
(t) 

= s=-4a 2 E W..a..(X) + 
2
 E W

2
..a

j
. (Z) + E W..o (e)}.

n	 13 13	 l 	 1.31,3

Using the approximations suggested above, we find that

(2.3)

E W?.G?.(X) = E ?. rp.L (X) - p 1 (X)q(Z)	 qi _ 1 (Z):12 /121.3

,.. 1() .2( z) : 1„ (x)
J 

3
[A im

(1 . 
(x)] A.(X)A.(Z)/12

J	 3-1 i 	3

The strata along X and Z are constructed such that Ai (X) is equal

to the constant I(C0fr, and such that A(Z) is equal to the constant

K(Z)/s. Inserting these values into (2.3), we find that

100 	 00

E W.,a (X)	 q
2 2	 . K 3 (X)K(Z)

T' -' s 12
••••00

2
f (x,z)f

1 
(x)f

2 
(z) dxdz

that

Y

(2.4) X,Z)o 2
(X)

3
r s

•

By symmetry we find that

(2.5)
	

2 2	 . M(Z,X)o
2

(Z) 
1,3 13 13	 3



Again using the approximations suggested above, we find that

(2.6)
2	 2	 , -

E W.	 A	 (p.(X) - p.	 (X))
2
 (q.(Z) 

ij	 i,j ij	 1-1	 J	 J-1

2 _f
E	 ... 2 (X). 2 (Z)(p i (X)

i,j 13 i	 3 — P.1—
X))(q.(Z)'1 1.	 (Z))A,(X)A.(Z)

3	 3 — 	 3

'CO 	 'CO

. K(X)1C(Z)	f
2 (x,z)f-2(x)f 2

_ 
2 (z) dxdz = N(X,Z)/rs.

rs	 11
	 1

■00

Inserting (2.4), (2.5) and (2.6) into (2.2) we find that

(2.7) var()
la2 M(X,Z)G

2 (X) 4. 2 14(Z,X)a
2

(Z)
	G

2
(e

) 
N(X,Z)-A

st	 n	 s3r 	 rs I

rs

For any pair (u,v) of stochastic Variables, let r 	 denote the correlation
uv

coefficient between U and V. Then

(2.8)

(2.9)

and

(2.10)

correlation

o = (r	ryzrxz)0(Y)/[(1	 rz)(504xy

	

= (rr r )(5(Y)/(1	 r 2 )a(Z$
zy	 xZ X 	 XZ

2 (e) (e) = (1 - R
2	

)G
2 
(Y), where R

2	
denotes the multipley•xzy•xz

coefficient.

Inserting (2.8), (2.9) and (2.10) into (2.7) gives

(2.11) var	 -
2 tv\

	

GT ) 	"1 EM(X,Z)(r -r r

	

st	
2	 2	 2,1
/ (1—r )r +n	 xy yz xz	 xz

n+ m(Z,X)(r —r r ) 2 11(1 .... r2 )s
23. 

+ N(X,Z)(1 R2
	 )jzy XZ xy	 xz	 y.xz

Remark 1: For -r and s large, it follows from (2.11) that

var (y"
st

) 
.

NOC,Z)(1-R2	
),yixz

where var() is the variance of the sample mean when the sample is simple

random.

var(Y)



In the next section we shall study (2.11) under the assumption

that f(x,z) = f 1 (x)f 2 (z).

3. INDEPENDENCE BETWEEN THE STRATIFYING VARIABLES

Following Serfling (1968), we define for any stochastic

variable U with density g we define

g(u)j 	 du,

k
u 	

K4 (U)/12o.2 (U), k = K(U)K(U).

Under the assumption that X and Z are independent 2.11) simplifies to

(3.1) var() =st
2	 v..	 2	 2	 2	 2 	 2	 ) -	(a (Y) /n):1( k r /r +k k r /s	 1(.k (1-R

z x xy 	 x z zy 	 x z 	 y•xz

Formula (3.1) parallels formula (5.A.24) in Cochran (1963; p. 134)

and formula(2.15) in Serfling (1968), both derived for the case with one

stratifying variable. The following values of k
u 

and k
u 

for different

distributions of U are given by Serfling (1968).

Distribution

Rectangular

Normal 	 2E/14.-2.09 	 2/iT1.16

Exponential 	 4/3 	 4/3

Gamma 	 1.64 	 1.21

K
In addition he shows that K and K are invariant under a change of

location with fixed scale and that k and 0 are invariant under either

scale or location.

In Table 1 below we give the ratio of the variances of a

stratified sample, and a simple random sample, when both stratifying

variables are rectangular. In Table 2 the same ratios are given, but

here the distribution of X is normal and the distribution of Z is

exponential.



CO

0.757

0.215

0.115

0.080

0.063

0.055

0.034

0.750

0.208

0.108

0.073

0.056

0.048

0.028

3
i
t	

0,5821

0.3018

0.2047

0.1596

0.1352

0.0796

Cases where r or s is equal to one are not included in this and the

following tables as the approximations rsEW. =k KN, sEW.=k	 and

rEW.=k obviously are wrong in these cases, except when both are
r 2 x

x
	 ij x z3 	 z'

2 x

rectangular.

2

3

4

5

Co

ti)

0.6283

0.3480

0.2509

0.2058

0.1814

0.1258

0,5658

0.2855

0.1884

0.1433

0.1189

0.0633

0.5583

0.2780

0.1809

0.1358

0.1114

0.0558

0.5542

0.2739

0.1768

0.1317

0.1073

0.0517

0.5450

0.2647

0.1676

0.1225

0.0981

0.0425

Remark 2. For r and s large we have

varG"st )/var() 1 00(1 - R2 	).
x z	 yexz

The results in 'tables 1 and 2 seem to suggest that, for å given

number of strata, it is more efficient to use more than one stratifying

variable, and make a few strata along each variable, as comared with using

only the "best" stratifying variable and make many strata

along this variable. In cases with a large budget, meaning many strata,

and good information on a number of variables, the gain from using more

than one variable seems to be non-trivial.

Table 1. Ratio of variances, when rxy=0.85, r=0.50, and the
distributions of X and Z are both rectangular

1

2

3

4

5

6

1.000

0.458

0.358

0.323

0.306

0.298

0.277

0.812

0.271

0.170

0.135

0.119

0.110

0.090

0.778

0.236

0.136

0.101

0.094

0.075

0.055

0.766

0.224

0.123

0.088

0.072

0.063

0.043

0.760

0.218

0.118

0.083

0.066

0.058

0.038

Table 2
x)

. Ratio of variances, when r =0.85, r =0.50, the
distribution of X is normaYT and the dYstribution of
Z is exponential



where
k r

2
x xy

andQ
2

Hk 
2

'rk 
x z Z)7= 	z

k kx
x z xy

- m- 2
k (1-R 	 )
x 	 y•xz

10

4. OPTIMAL CHOICE OF r, s, AND n FOR FIXED COSTS

In the case with two stratifying variables the form of the cost

function does not seem to have been studied. We shall assume a cost

function of the form

(4.1)
	

C = co 
+ c,n + c

2
(r+s).

We want to minimize

var 	 /

	

) = 0 2 (Y)n- 11-0k 	 /r2 + 	 r2 I s 2 + Okx (1 - R2 	) --1
st 	 L 	 x xy 	 x z zy 	 x z 	 y.xz

for fixed C.

Using Lagrange's method we find the following three equations:

(s/r) 3 = Q2 ,

c r
3 
+ 3c Y(Q

2/3
+1)r - 2(C-c 0)y = 0,

and

n = (C - co - (r+s)c 2 )/c 1

• Below is given the optimal choice of n, r, and s when k =k
x
=

x x
k =k

m
=1, r

,2 
=0.7225, and r

2 
=0.25 for three different values of Ccz z 	 xy 	 zy 	 0'

c 1 10, and c 2=200 (Serfling, 1968).

0 timal choice
C-c

2 000
	

4
	

3
	

60

4 000
	

6
	

4
	

200

6 000
	

8
	

6
	

320

Using the variable X alone,the following choice is optimal

by formula (4.21) in Serfling (1968).



0 timal choice

2 000
	

3
	

140

4 000
	

4
	

320

6 000
	

5
	

500

It is seen that the optimal number of strata is substancially larger when

using two stratifying variables than when using only one.

In practice one is seldom able to find two stratifying variables

with values that can be considered to be realisations of two independent

stochastic variables. Before using the two variables one can therefore

transform them, so that the empirical correlation coefficient between

the transformed variables is zero, and the results in section 3 are

relevant. The sampler, however, would often try to avoid any trans-

formation of the stratifying variables especially if some of the strata

using the original stratifying variables are domains of study, which is

often the case. In the next section therefore we shall study (2.11)

when the stratifying variables have a bivariate normal distribution.

5. THE STRATIFYING VARIABLES DISTRIBUTED AS BIVARIATE NORMAL

-1	 -1	 2 -1 	-1	 x•-• 2When f(x,z)=- (211) (GT) (1-p ) expl
2(1-p

 2 
)	 ør

2P(X- ) (z")
GT

(Z11 )2)}

we find that

(5.1)

and

(5.2)

M(X,Z) = 14(Z,X) = 4111.375 (1-p 2 )3 .

2	 2	 2 -iN(X,Z) = 4((p +3) -•  16p )

Thus, both n(X,Z) and N(X,Z) are independent of	 n, a and T.

Inserting (5.1) and (5.2) into (2.11) we find that

a 2m r 	
Y

zL ±TI(r -r 	 2 4H(rz - r 
xz 

2
4(1-R

2	 )
var(ist )

1-3/5-0.....p2)2r2 	 3,750. 2 2°2
n

-P ) s	 (p4-10p2+9)



12

In Table 3 is given the ratio between the variance of a stratified sample

and that of a simple random sample when the stratifying variables are

indepandent and normally distributed. I n Table 4 the same ratio is given wheh

the styatifying variables are bivariat e normal with p=0.20.

Table 3. Ratio of variances when Txy=0.85, Tzy=0.50, p=0, and the
distributions of X and Z are both normal

2
	

0.628
	

0.543
	

0.514
	

0.500
	

0.493
	

0.476

3
	

0.385
	

0.300
	

0.271
	

0.257
	

0.250
	

0.233

4
	

0.299
	

0.214
	

0.185
	

0.171
	

0.164
	

0.147

5
	

0.260
	

0.175
	

0.146
	

0.132
	

0.125
	

0.108

6
	

0.238
	

0.153
	

0.124
	

0.110
	

0.103
	

0.086

Co
	

0.190
	

0.105
	

0.076
	

0.062
	

0.055
	

0.038

Table 4. Ratio of variances when r0.85, rz-=0.50, p=0.20, and the
simultaneous distribution of X and Z is bivariate normal

0.609

0.404

0.332

0.299

0.281

0.240

0.569

0.364

0.292

0.259

0.241

0.200

0.555

0.350

0.278

0.245

0.127

0.186

0.549

0.344

0.272

0.239

0.221

0.180

0.545

0.338

-0.268

0.235

0.217

0.176

0.537

LI

0.227

0.209

0.168

2

3

5

6

00

As one would expect,/ the reduction of the variance due to stratifi -

cation is smaller when the stratifying variables are correlated than

when they are uncorrelated. However, for the case r=s=2 the

reduction of the variance is larger in Table 4 than in Table 3. This

seems unreasonable, and it is probably due to the crudeness of the

approximations when the number of strata is as small as in this case.
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